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move, collide, flow, bend heat up, cool down, stretch, compress, and

These and other things that cause changes in objects over time are in-

tuitively characterized as "processes".

To understand common sense phvsical .f{
reasoning and make programs that interact with the physical world as well as o

will occur, their effects, and when thev will stop.

4
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people do we must understand qualitative reasoning about processes, when they 1
]

Qualitative Process theoryv

defines

simple notion of phvsical process that appears useful as a language
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in which to write dynamical theories. Reasoning about processes also motivates
a new qualitative representation for quantity in terms of inequaltites, called
the "quantity space'.

This report describes the basic concepts of Qualitative Process theoryv, several
different kinds of reasoning that can be peformed with them, and discusses its
impact on other issues in common sense reasoning about the physical world, such as
causal reasoning and measurement interpretation. Several extended examples
illustrate the utility of the theory, including figuring out that a boiler can
blow up, that an oscillator with friction will eventually stop, and how to say
that you can pull with a string, but not push with it. This report also describes
GIZMO, an implemented computer program which uses Qualitative Process theory to
make predictions and interpret simple measurements. The representations and
algorithms used in GIZMO are described in detail, and illustrated using several
examples.
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ABSTRACT

Objects move, collide, flow, bend, heat up, cool down, stretch, compress, and boil. These and other
things that causc changes in objects over time are intuitively characterized as processes. ‘To understand
common sense physical reasoning and make programs that interact with the physical world as well as people
do we must understand qualitative reasoning about processes, when they will occur, their cffects, and when
they will stop. Qualitative Process theory defines a simple notion of physical process that appcars useful as a
language in which to writc dynamical theorics. Reasoning about processes also motivates a new qualitative
representation for quantity in terms of incqualitics, called the guantity space.

This report describes the basic concepts of Qualitative Process theory, several different kinds of
rcasoning that can be performed with them, and discusscs its impact on other issucs in common scnse
reasoning about the physical world, such as causal rcasoning and mecasurement interpretation.  Several
extended examples illustrate the utility of the theory, including figuring out that a beiler can blow up, that an
oscillator with friction will eventually stop, and how to say that you can pull with a string, but not push with it.
This report also describes GIZMO, an implemented computer program which uses Qual ative Process theory
to make predictions and interpret simple measurcments. The representations and algorithms used in GIZMO
are described in detail, and illustrated using several examples,
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1. Introduction

Many kinds of changes occur in physical situations. Objects move, collide, flow. bend, heat up, cool
down, streich, and boil. These and other things that cause changes in objects over time dre intuitively
characterized as processes. Much of formal physics consists of characterizations of processes by differential
cquations that deseribe how the parameters of objects change over time.  But the notion of process is richer
and more structured than this.  We often reach conclusions about physical processes based on very little
information. For example, we know that if we heat water in a scaled container the water can eventually boil,
and if we continue to do so the container can explode. To understand common sense physical reasoning we
must understand how o reason qualitatively about processes. We must be able to determine when processes
will start and stop and what their effects will be. This thesis describes Qualtitative Process theory (abreviated
QP). a theory | have been developing for this purpose.

I hope that Qualtitative Process theory will provide an important part of the representational
framewark for common sense physical reasoning, In addition. QP theory should be useful in reasoning about
complex physical systems. Programs that cxplain, repair and operate complex engincered systems such as
nuclear power plants and stcam machinery will need to draw the kinds of conclusions discussed here. Figure
1 illustrates some of the common sense conclusions about physical situations that are discussed in this report.

How to reason qualitatively about quantities is a problem that has plagued Al Many schemes have
been tried, including simple symbolic vocabularies (TALL, VERY TALL, ctc.). real numbers, intervals, and
tuszy togic. None are very satisfying. The reason is that none of the above schemes makes distinctions that
are relevant to physical reasoning. Reasoning about processes provides a strong constraint on the choice of
representation for quantitics.  Processes usually start and stop when orderings between quantities change
(such as uncqual temperatures causing a heat flow). In Qualitative Process theory the value of 4 number is
represented by a quantity space. a partial ordering of it with quantities determined by the domain physics and
the analysis being pertormed. The quantity space representation appears both useful and natural in modeling
a widc range of physical phenomena. :

1.1 Motivation

The goal of naive physics [Hayes 1979a] is to represent the common sense knowledge people have
about the physical world. This section examines why a theory of processes is needed, what representational
burden it will carry in naive physics, and the propertics such a thcory must have.

1.1.1 Change. histories, and processcs

Reasoning about the physical world requires reasoning about the kinds of changes that occur and
their effects. The classic problem which arises is the frame problem [McCarthy & Hayes, 1969]. namely when
something happens, how do we tefl which facts remain true and which fucts don't? Using the situational
calculus o represent the changing states of the world requires writing explicit frame axioms that state what
things change and what things remain the same. ihe number of axioms needed rises as the product of the
number of predicates and the number of actions, and so adding a new action requires adding a large number
of new axioms. There have been several attempts to fix this problem [Fikes & Nilsson, 1971j[Minsky, 1974].
but none of them are adequate.  Hayes [Hayes, 1979a} argues that the situational calculus is fundamentally

————y
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Fig. 1. Examples of QP theory conclusions
Here arc some conclusions QP theory can be used to draw.

@ﬁ

Q: What might happen when the heat source is turned on?
A: The water inside might boil, and if the container is sealed it might
blow up.

7

Q: Can we push the block with A if it fs a striag?

A: No, but you can pull! the block if it is taut.

Q: Assuming A is an elastic band and the dlock is fixed in position,
what might happen if we pull on {it?

A: It would stretch and if pulled hard enough would break.

%

Z

Q: What happens if we release the block?

A: Assuming the spring doesn’t collapse, the block wil) oscillate back

and forth. If there is friction it will eventually stop.

Q: What if it gets pumped?

A: If there is no friction the spring will eventually break. If there
is friction and the pumping energy is constant then there will be

a stable oscillation.
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impuverished. and has developed the notion of histories as an alternative.

In situational calculus, siations are used to model the world at different times.  Situations are
connected by actions, and actions are specified in terms of the facts can be deduced about the situation which
resalts from pertorming the action. A situation lasts as long as no action occurs, and is spatially unbounded.
By contrast, histories are descriptions of objects that are extended through time but are always bounded
spatially. Histories are divided into picees called episodes, corresponding to what is happening to the object
(episodes are detined more precisely in section 2.7).

Histories help solve the frame problem because objects can interact only when their historics

y mtctsect. For example. suppose we are building a clock in our basement. In testing parts of this gadget we
1 look 1o see what parts touch cach other, what parts will touch each other if they move in certain ways, and so
re o By domg so owe build deseriptions of what can happen to the picces of the clock. We do not usually
constder interactons with the furnace sitting in the corner of the basement, because whatever is happening in
thwere s spatiadly solated from us (it it is summer it can also be "temporally isolated™).
I he assumption that things interact only when they touch in some way also permeates “non-naive”
phssies - action at a distance is banished, with ficlds and particle exchanges postulated to prevent its return, It
® means that spatial and temporal representations bear most of the burden for detecting inMteractions. While
d not casy. developing such representations seems far more productive than trying to develop more clever frame
' axtoms.! In particular, the qualitative representations of space and time developed in Artificial Intelligence
have precisely the desired propertics for reasoning with histories -- they often allow ruling out interactions,
cven with very little information.

Historics are to qualitative physical reasoning what descriptions of state parameters over time are to
classical numerical simulations.  Processes are the analog of the differential cquations used to describe the
dynamics of the system.

While the classical frame problem is solved, two new problems arise to take its place.

1 The local evolution problem: How are historics genecrated? Under what

circumstances can they be generated for picces of a situation independently, and then

picced together to describe the whole situation?
In the basement cxample above, for instance, we could safely ignore the furnace in the corner and concentrate
on figuring out how picces of the clock we are building will move. The divisions are only semi-independent,
because certain kinds of changescan violate the conditions for isolation. For example, if the internal

1
|
®
1. For an cxample of historics in use. sce [Forbus, 1981a) which describes a program called FROB that
P reasons about motion through space. FROB used a diagram to compute qualitative spatial represcntations
- which were used to rule out potential collisions between objects. as well as describing possible motions.
L
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thermostat of the furnace gets stuck and it explodes, we can no longer safely ignore it.2
8 the intersectionvinteraction problem: Which intersections of historics actually
correspond to interactions between the objects?
Dropping a large steel ball through a flame, for cxample, won't affect its motion even if the flame is hot
cnough to melt it unless the gases are moving fast cnough to impart significant momentum. A gencral
solution to these problems requires knowing what kinds of things can happen and how they can affect cach
other -- in other words, a theory of processes.

In classical mechanics a dynamics describes how forces bring about changes in physical systems. For
any particular domain. such as particles or fluids, a dynamics consists of identifying the kinds of forces that act
between the classes of objects in the domain and the cvents that result from these forces, In general, we can
view a qualitative dynamics as a qualitative theory about the kinds of things that “can happen™ in a physical
situation. Qualitative Process theory claims that such theories have a common character in that they are
organized around the notion of physical processes.

1.1.2 Reasoning tasks involving qualitative dynamics

Dynamics is central in many reasoning tasks involving naive physics. Fach task is a different "style”
of reasoning, appropriate for solving difterent classes of problems. ‘The catalog below covers a large
proportion of the cases. Examples of inferences from several of these categories will be presented later.

Determining activity: Deducing what is happening in a situation at a particular time. Besides
providing direct answers to a class of questions ("what is happening here?”), it is also a basic operation in the
othcer reasoning tasks.

Prediction: Deducing what will happen in the future of some situation. We often must work with
incomplete information, so usually we can only gencerate descriptions of possible futures. de Kleer's notion of
envisioning is a powerful theory about this type of deduction.?

Postdiction: Deducing how a paiticular state of affairs might have come about. ((Hayes, 1979b]
contains a good example of this kind of deduction.) Postdiction is harder than prediction because of the
potential necessity of postulating objects. If we have complete knowledge of a situation and have a complete
dynamics, we know what objects will vanish and appear. But usually there are many ways for any particular
situation to have come about. Consider walking back to our basement and finding a small pile of broken glass

2. Unless the physical situation is simulated by some incremental time scheme, the reasoning involved in
extending historics will be inherently "non-monotonic” (in the sense of [McDermott & Doyle, 1980]). The
reason is that conclusions rcached by considering one part :of a system may have to be reconsidered in the
light of unexpected interactions.  In incremental time simulations the changes in the cntire system are
computed over a very short timespan, and then the system is tested to see if any new interactions occur (such
as objects colliding). T he timespan is usuatly chosen to be small enough that interactions during a step can be
ignored. The cost is that the work required to simulate a system is a function of the time scale rather than the
actual complexity of the systemn’s behavior.

3. Uscful as it is, envisioning has cortain limitations, especially as a sufficient model of human bebavior on
this task. Sec [FForbus, 1983aj for details.
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Forbus ‘14 QP theory
on the floor. Looking at it we may deduce that a coke bottle was dropped, but we do not know much about
its history before that, or about anything clsc that might have been in the room before we looked. There
could have been a troupe of jugglers filling the basement, cach manipulating six bottles, and a minor mishap
occurred. The simplest explanation is that a single bottle was dropped, but our criteria for simplicity is not
duc solely to our theories of physics. Postdiction will not be considered further here.!

Skeptical analysis: Determing if the description of a physical situation is consistent. An example of
this task is cvaluating a proposcd perpetual motion machine, This kind of reasoning is cssential if a recasoner
is to recover from inconsistent data and discover inadequacics in its theorics about the world.

Measurement interpretation: Given a partial description of the individuals in the situation and some
obscrvations of their behavior, inferring what other individuals exist and what clsc is happening. ‘The first
part of a QP-based theory of measurement interpretation is described in {IForbus, 1983b] (sce also scction §.5).

Experiment planning: Given knowledge of what can be observed and what can be manipulated,
planning actions that will yicld more information about the situation.

Causal reasoning: Computing a description of behavior that attributes changes to particular parts of
the situation and particular other changes. Not all physical reasoning is causal, espccially as more expert
kinds of deductions are considered.2 Causality scems mainly a tool for assigning credit to hypotheses for
observed or postulatcd behavior. Thus it is quite useful for gencrating cxplanations, measurement
interpretation, planning experiments, and learning (sce [Forbus & Gentner, 1983)).

1.1.3 Desiderata for qualitative dynamics theories

There arc three propertics a theory of dynamics must have if it is to be uscful for common sense
physical rcasoning. First, a dynamics thcory must explicitly specify direct effects and specify the means by
which effects are propagated. Without specifying what can happen and how the things that happen can
interact, there is no hope of solving cither the local evolution or interscction/interaction problems. Second,
the descriptions the theory provides must be composable. 1t should be possible to describe a very complicated
situation by dcescribing its parts and how they relate.’ ‘This property is especially important as we move
towards a complete naive physics that encompasses many domains. In deiling with a single style of reasoning
in a particular class of situations an ad hoc domain representation may suffice, but sadly the world doces not
consist of completely separate domains. ‘Transferring results between several ad hoc representations may be
far more complex than developing a uscful common form for dynamics theories.! Finally, the theory should

1. But sce [Simmons, 1983], which explores the problem of reconstructing a sequence of events from a static
final state in geologic map interpretation, an intercsting combination of postdiction and measurement
interpretation.

2. Constraint argument often seem magical to the uninitiated, which makes it unlikely that they arc central in
naive physics. In teaching, usually some kind of animistic explanation is proposed to justify constraint
arguments to non-cxperts (“the particle senses which path has the least action™).

3. Producing models with this property is a motivation for the "no-function-in-structurc” principle [de Kleer
& Brown, 1983].

4. An initial exploration of linking results from reasoning within multiple domains is described in [Stanfill,
1983].

. ., o - - .. ., e




Forbus -15- QP theory

allow graceful extension. First, it should be possible to draw at least the same conclusions with more precise
data as can be drawn with weak data. Sccond. it should be posaisic 1o resolve the ambiguities that arise from
weak data with more precise information,

These propertics are not independent -- for example, specifying direct and indirect effects cleanly is
nceessary to ensure composability.  Nevertheless, they are not casy to achieve. Graceful extension is bound
up with the notion of good qualitative representations. Qualitative representations allow the construction of
descriptions that include the possibilities inherent in incomplete information.  If designed properly, more
precise information can be used to decide between these alternatives as well as perform more sophisticated
analyses. Representing quantities by symbols like TALL and VERY-TALI. or free space by a uniform grid,
for instance, docs not allow more precise information to be casily integrated.

Importantly, although all qualitative descriptions arc approximations, not all approximations are
good qualitative descriptions. Changing a valuc in a qualitative representation should lead to qualitatively
distinct behavior or change of state. Consider, for example, heating a pan of water on a stove. Suppose we
represent the value of the temperature of the water at any time by an interval. and the initial temperature is
represented by the interval [70.0 80.0], indicating that its actual tcmperature is somewhere between 70 and 80
degrees farenheit. Changing the "value™ of its temperature to [70.0 85.0] docsn’t change our description of
what’s happening to it (namely. a heat flow), whereas changing it to [70.0 220.0] changes what we think can be
happening to it -- it could be boiling as well.  While an interval representation always makes certain
distinctions, they usually are not distinctions reievant to physical rcasoning.

A purcly qualitative theory cannot hope to capture the full scope of human rcasoning about physical
domains. However, by defining a basic theory using qualitative represcntations, we can later add theories
involving more precise information -- perhaps such as intervals -- to draw more precise conclusions. In other
words. we would like extensions to our basic theory to have the logical character of extension theories - more
information should result in a wider class of deductions, not changing details of conclusions previously drawn.,
In this way we can add theorics that capture more sophisticated reasoning (such as an engineer would do
when estimating circuit parameters or stresses on a bridge) onto a common base.

1.2 Perspective

The present theory has evolved from several strands of work in Artificial Intelligence. The first
strand is the work on envisioning, started by de Kleer [de Klcer, 1975)(sce also [de Klcer, 1979]{FForbus,
1981a]). Envisioning is a particular style of qualitative reasoning. Situations arc modcled by collections of
objects with qualitative states, and what happens in a situation is determined by running simulation rules on
the initial qualitative states and analyzing the results. ‘The weak nature of the information means the result is
a dirccted graph of qualitative states that corresponds to the set of all possible sequences of cvents that can
occur from the initial qualitative state.  This description itself is cnough to answer certain simple questions,
and more precise information can be used o determine what will actually happen if so desired.

Two distinct ontologics have been used in cnvisioning systems. In the first ontology, used for
reasoning about motion, a collection of simulation laws associated with an object completely defined its
behavior. While this ontology works for objects in isolation, there is no way to create simulation laws for a
compound object from simulation laws for its components. This makes reasoning about several such objects
connected together impossible. “The second ontology is essentially a qualitative version of system dynamics
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[Shearer, Murphy & Richardson, 1967), representing a system as devices connccted together in a fixed
manncr. But even this representation is impoverished: the processes implicitly represented in the device laws
often involve several objects at once in an interdependent fashion, Consider a liguid flow occuring between
two tanks that are partially filled with water and connected by a pipe. In the device-centered ontology, this
situation would be represented by the level in one tank rising. the level in the other tank falling, and motion
of the liquid in the pipe from the source of the flow to the destination.  But the cause of these changes -- the
liquid flow == is not explicilty represented. In addition, no means is provided to model changes in how devices
affect cach other (i.e., unanticipated changes in the connectivity of the system). nor for objects vanishing and
appearing. This means many situations that we casily reason about can be represented at best unnaturally -
such as boiling water on a stove, in which stcam appears and (eventually) the water vanishes, QP theory
explicith represents the existence of objects and provides ways to describe the conditions under which they
can be created and destroved, and thus should provide the basis for building more flexible and natural
descriptions.

The second strand of work concerns the representation of quantity. Most Al schemes for qualitative
reasoning about quantitics violate what 1 call the relevance principle of qualitative reasoning -- qualitative
reasoning about something continuous requires some kind of quantization o form a discrete sct of symbols;
the distinctions made by the quantization must be relevant to the kind of reasoning being performed. Almost
all previous qualitative representations for quantity violate this principle. One exception is the notion of
quantity introduced by de Kleer as part of Incremental Qualitative (1Q) analysis [de Kleer, 1979], which
represented quantities according to how they changed when a system input was perturbed - increasing,
decreasing, constant, or indeterminate.  For more general physical reasoning a richer theory of quantity is
necessary.  1Q analysis alone does not allow the limits of processes to be deduced. For instance, 1Q analysis
can deduce that the water in a kettle on a lit stove would heat up, but not that it would boil. 1Q analysis does
not represent rates. so we could not deduce that if the fire on the stove were turned down the water would
take fonger to boil (Section 5.4 describes how this conclusion can be drawn). The notion of quantity provided
by QP theory is useful for a wider range of inferences about physical situations than the 1Q notion.

‘The final strand relevant to the theory is the naive physics enterprise initiated by Pat Hayes [Hayes,
1979a]. The goal of naive physics is to develop a formalization of our common sense physical knowledge.
From the perspective of naive physics, Qualitative Process theory is a clusrer - a collection of knowledge and
inference procedures that is sensible to consider as a module. The introduction of explicit processes into the
ontology of naive physics should prove quite uscful.  For instance, in Hayes' axioms for liquids ([Haycs,
1979b)) information about processes is encoded in a form very much like the qualitative state idea.! "This
makes it difficult to rcason about what happens in situations where more than one process is occurring at once
- Haves' example is pouring water into a leaky tin can. n fact, difficultics encountered in trying to implement
a program based on his axioms for liquids were a prime motivation for developing Qualitative Process theory.,

1. Sce for example axioms 52 through 62.
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1.3 Overview

This report describes the fundamentals of Qualitative Process theory, and describes an implemented
computer program, called GIZMO, which uses Qualitative Process theory to draw conclusions about the
physical world.  The report is divided into two major sections, “theory” (chapters 2 - 5) and “practice”
{chapters 6 - 10). Everything in the “practice™ chapters is fully implemented and runs as stated. Anything in
the "theory™ chapters which is not mentioned in the practice chapters should not be assumed to be part of a
currently running program. While perhaps unusual, [ hope this organization will dispell the usual hazy
boundarics in Al papers drawn between what has been demonstrated to run and what hasn't.

Hecre arc the contents of the "theory™ scction:

Chapter 2 provides the basic framework for representing objects, states, histories,
quantitics, and rclationships between quantities. ‘The guantity spuce is introduced
o provide a qualitative description of numcrical valucs, and the idea of a
qualitative proportionality is introduced to describe functional dependencics.
Individual views ar¢ introduced to describe both the contingent existence of objects
and states of objects.

Chapter 3 introduces processes, describes how to define them, and explores
associated concepts such as influences and vocabularics of processes. [t also
describes the basic deductions sanctioned by the theory, including analyzing the
net effects of several processes and predicting state changes.

Chapter 4 illustrates these deductions by several extended examples, including
modcling a boiler, motion, matcrials, and an oscillator.

Chapter 5§ cxplores additional conscquences of QP theory, including detecting
changing cquilibriums, causal rcasoning, a language for expressing causal
connections. a notion of differential analysis, and a theory of interpreting
mecasurements taken at a single instant.

The “practice” section includes:
Chapter 6 provides an overview of GIZMO.

Chapter 7 describes how the various constructs of QP theory are embodicd in
GI1ZMO.

Chapter 8 describes GIZMO's language for representing domain models, and
simple models of fluids and motion that arc used as a source of examplces for the
next chapters.
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Chapter 9 describes the algorithms used in GIZMO to implement the basic
deductions of QP theory. ‘the algorithms are written in "structurced english” for
rcadability.

Chapter 10 describes the algorithms which implement the measurcient
interpretation theory presented in chapter §.

Chapter 11 describes the envisioning algorithm, describes how the frame problem
is solved for simulation within the QP ontology, and discusscs the problem of
summarizing descriptions of bechavior.

Finally, chapter 12 provides a summary, discusses extensions and potential applications, and places
the theory into the perspective of other recent work in Artificial Intellisence. An appendix describes the
particulars of the DEBACLE infcrence engine which underlics GIZMO.

‘T'he casual rcader should read chapters 2 and 3 to get the basic ideas of the theory, and skim the
examples in chapters 4, 10, and 11 to get an idca of how these ideas can be used to solve problemns, The reader
interested in a deep understanding of the theory should of course just read straight through.

A word on notation. Axioms are used only when they will help the reader interested in the fine
details. Although a full axiomatic description might be desirable, there are a host of complex technical details
involved. few of which essentially contribute to understanding the idcas. When uscd, axioms are written in a
morc or less standard sorted predicate calculus notation. ‘The following notational conventions are used in
axioms: Predicates and relations are capitalized (¢.g., Fiuid-Connection), and functions are in lower case (¢.g.,
amount-of, made-of). Sorts arc underlined (c.g., time). Individuals (often physical objects) are written in
upper casc (e.g., wa) and variables are written in lower case (e.g., p). Small finite scts are cnclosed by braces
("{" "1"). Mcta-linguistic cntities are italicized and surrounded by angle brackets, i.e.,

<a number> + <a number> = <a number)

When non-standard notation is introduced an cffort will be made to show an interpretation of it in terms of
logic. This should not necessarily be taken as an endorsement of logic as "the meaning of” the statements.
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2. Objects and quantitics

To talk about change we first establish some conventions for describing objects and their propertics
at various times.  This section describes the temporal notation used and develops the representation of
quantity and the guantity space representation for values. Individual views are introduced o deseribe both the
contingent existence of objeets and object propertics that change drastically with time.  ‘The idea of a
gualitative proportionality (cxo) is introduced to describe functional dependencics between quantitics.  Finally
histories are introduced to represent "what happens™ to objects over time,

2.1 Time

We will usc the representation of time introduced by Allen ([Allen, 1981)). To summarize, time is
composed of intervals that may be related in several ways, such as one interval being before, after, OF equal
to another. A novel feature of this representation is that two intervals can meet; that is, the start of one
interval can be directly after the end of another interval such that no interval lies between them (i.c., in this
representation, time is not dense). Instants are represented as “very short” intervals which have zero duration
but still have distinct beginnings and cads.

Some additional notation is required. The functions start and end map an interval to instants that
serve as its start or end points. The function during maps from an interval to the set of intervals and instants
contained within it.  We will assume a function time which maps from instants to some (implicit) global
ordering, and a function duration which maps from an interval to a number equal to the difference between
the times for the start and the end of the interval. We further assume that the time of the end of a picce of
time is never less than the time of its start, so that the duration of an instant will be zero while the duration of
an interval will be greater than zero.  Finally, we will use the modal operator T to say that a particular
statement is true at some time, such as

(T Aligned(PIPE3) I1)

to say that P1PE3 is aligned at (or during) 11. Often the temporal scope of a statement will be clear in context,
in which case we will not bother to use 1.

2.2 Quantities

Processes affect objects in various ways. Many of these cffects can be modceled by changing
parameters of the object, properties whosce values are drawn from a continuous range. ‘Yhe representation of a
parameter for an object is called a quantiry. Examples of parameters that can be represented by quantities
include the pressure of a gas inside a container, one dimensional position, the temperature of some fluid, and
the magnitude of the net force an an object.

‘The predicate Quantity-Type will he used to indicate that a symbol is used as a function that maps
objects to quantitics. ‘1o say that an object has a quantity of a particular type we will use the relationship
Has-Quantity. Figure 2 illustrates some quantitics that pertain to the liquid in acup.
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Fig. 2. Quantitics
Quantities represent continuous parameters of objects. Here are some quantities that are used in representing
the liquid in the cup below.

Quantity-Type(amount-of)

Quantity-Type(level)

Quantity-Type(pressure)

Quantity-Type(volume) wC

Has-Quantity(WC, amount-of)
Has-Quantity(WC, level)
Has-Quantity(WC, pressure)
Has-Quantity(WC, volume)

2.3 Parts of quantities

A quantity consists of two parts, an amount and a derivative. The derivative of a quantity can in turn
be the amount of another quantity (for example. the derivative of (one dimensional) position is the amount of
(one dimensional) velocity). Amounts and derivatives are numbers, and the functions A and 0 map from
quantiues to amounts and derivatives respectively. Every number has distinguished parts sign and magnitude.
The functions s and m map from numbers to signs and magnitudes respectively. For conciseness, the
combinations of thesc functions that sclect parts of quantitics will be noted as:

A, - magnitude of the amount

A - sign of the amount

b, - magnitude of the derivative, or rate

0 -sign of the derivative

Numbers, magnitudcs, and signs take on values at particular times. When we wish to refer to the
value of a numbcr or part of a number, we will write

(M Q)

This statement is read as "the valuc of Q measurced at +”. (Notice that M is not the same as m.) Often we will
find it convenient to spcak of the value of a quantity, meaning the value of its amount. Figure 3 illustrates the
use of M.

Signs can take on the values -1, 0, and 1. We will take elements of R as the modet for the valucs of
numbers and clements of the non-negative reals as our modet for the values of magnitudes so that operations
of comparison and combination arc well defined.! Importandy, in basic Qualitative Process theory we will
never know actual numerical values. What we do know about valucs is described next.

1. In this modcl. m becomes absolute valuc and s becomes signum, hence the choice of values for signs.
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l Fig. 3. mdescribes values at different times
: Here are some facts about the liquids in the two containers below expressed as relationships between their
quantitics:

ﬁr '-

wC wD wWC WD
C D C D

L A ny _J N v}
s
: start(l) end(l)
\ ®
(M Afamount-of(WC) start(I)) > (M Afamount-of (WD) start(l))
(M A[amount-of (WC) end(I)) < (M A[amount-of (WD) end(I))
t‘ (M Dg[amount-of(WC)] I) = -1

(M Dy[amount-of(WD)] I) = 1

2.4 Quantity spaces :

2

The value of a number is described in terms of its quantity space. A qQuantity space is a collection of
numbers which form a partial order. Figure 4 illustrates a quantity space for the levels of fluid in two tanks €
and o connccted by a pipe. Note that the orderings and even the elements of a quantity space will not be
fixed over time. The elements in a particular quantity spacc are detcrmined by the comparisons necded to
establish certain kinds of facts. such as whether or not processes are acting (we will soon sce another kind of
description that contributes clements to quantity spaces). There will only be a finite number of elements in N
any reasonable quantity spacc, hence there are only a finitc number of distinguishable values. Thus the
quantity space is a good symbolic description.

L Two clements that are ordered and with no clements in the ordering known to be between them will
¢ be called neighbors. For the quantity spacc in figurc 4, 1evel(WD) has height(bottom(D)) , height(top(D)),
and tevel(wC) as ncighbors, but not heignt(top(¢)). Dectermining ncighbors will be important in
determining when processes start and stop acting,

1’ We shall now be a bit more formal about defining quantity spaces and the relationships between
o parts of quantities. Recaders who are uninterested in the details may wish to skip to the next section.
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Fig. 4. Graphical notation for 2 quantity space
we and wo arc the picces of liquid in containers ¢ and 0 respectively. The arrow indicates that the quantity at

the head is greater than the quantity at the tiil. As drawn, 1evel(wC) and height(top(D)) arc unordered.
For simplicity, we ignore temporal references here.

/ Container C

«+——— Container D

¢ Fluid path P1

neight (top (D))

~

height (bottom (D)) —=level (WD?
tevel (WC)—— height (top (C))

The quantity space of a number consists of a set of clements (numbers or magnitudcs, often the
amounts of quantites) B and a sct of orderings. In basic QP theory the value of a number a will be described
by the ordering rclations between o and the other elements in the quantity space. The valuc is completely
specificd if the orderings between cvery clement of B is known (i.c.. the orderings form a total order), and is
incompicte otherwisc. Every quantity space can in principle be completely specified. A collection of
incquality statements whose union with the orderings of an incompletely specificd quantity space resuits in
the quantity space being completcly specified will be called a completion of that quantity space.

ANl quantity spaces have the distinguished clement zero. zERO serves to connect the sign of a

number with incquality statcments, as follows:

Y n € pumber ¥ t € time
(M nt) > ZERO « (M s(n] t) «1
A (Mat) » ZERO « (M s(n] t) = 0
A (Mnt) < ZERO « (M s[n] t) = -1

Note also that the values of magnitudes are related to the values of signs and the number, in that:

Y n € number Y t € time

Taxonomy((M m[{n] t) > ZERO. (M m{n] t) = ZERO)

A ((Mm{n] t) « ZERQO « (M s[n] t) = 0)
’ (Taxonomy is drawn from [Haycs. 1979b] and means that exactly one of its arguments is truc.) Thus if the
value of o for some quanuity is 0, then the dervative itself is zero and the quanuty is unchanging. We will
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somgtimes need to combine sign values across addition. Figure § iltustrates the algebra used.

QP theory

For s[A + B]
-1
s[A] 0
1

N1: if m{A] >

Fig. 5. Combining sign values

This table specifies how sign values combine across addition. The cases marked by notes require additional
information to determinc the result.

-1

-1 |
-1 |
N1 |

m{B] then s[A)]
m(B] then s[B]
m[(B] then 0
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2.5 Individual views

Objects can be created and destroyed. and their properties can change dramatically. Water can be
poured into a cup and then drunk, for example, and a spring can be stretched so far that it breaks. Some of
these changes depend on values of quantities - when the amount of a picce of fluid becomes zero we can
consider it gone, and when a spring breaks, it does so at a particular length (which may depend on other
continuous parameters such as temperature). Iudividual views are used to modcl these states of affairs.

An individual view consists of four parts. It must contain a list of individuals. the objects that must
exist before it is applicable. 1t has quantity conditions, statements about inequalities between quantitics of the
individuals and statements about whether or not certain other individual views (or processes) hold, and
preconditions that are still further conditions that must be true for the view to hold. Finally, it must have a
collection of relations, statements that are true whenever the view is true. Figure 6 illustrates a simple
description of the fluid in a container.

For every collection of objects that satisfies the description of the individuals for a particular type of
individual view, there is a view instance, or VI, that relates them. Whenever the preconditions and quantity
conditions for a V1 hold we say that its status is ACTIVE, and INACTIVE otherwise. Whenever a VI is active the
specilicd relations hold between its individuals. An individual view can be thought of as defining a predicate
on (or relation between) the individual(s) in the individuals field, and we will often write them that way. The
contained liquid description of the previous figure is translated into logical notation in figure 7 to illner=g i,

The distinction between preconditions and quantity conditions is important.  ‘The intua.dci is t0
separate changes that can be predicted solely within dynamics (quantity conditions) from those which cannot
(preconditions). If we know how a quantity is changing (its D valuc) and its value (specificd as a quantity
space), then we can predict how that value will change (as we will sec in section 3.60). We cannot predict
within a purely physical theory that someone will walk by a collection of pipes through which fluid is flowing
and turn off a valve. Despite their unpredictability, we still want to be able to reason about the effects of such

Fig. 6. Individual views describe objects and states of objects

Here is a simple description of the fluid in a container. This description says that whenever there is a
container that has some liquid substance then there is a picce of that kind of stuff in that container. We will
take “amount-of-in” to map from substances and containers to quantitics. Morc claborate models are
presented later. later on.

Individual View Contained-Liquid(p)
Individuals:
con a container
sub a liguid
Preconditions:
Can-Contain-Substance(con, sub)
QuantityConditions:
A[amount-of-in(sub, con)] > ZERO
Relations:
There is p € piece-of-stuff
amount-of(p) = amount-of-in(sub, con)
made-of(p) = sub
container(p) = con
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Fig. 7. Translation of individual view notation into logic
Herc is the contained liquid description of the previous figure translated into logical notation.

V ¢ € container V s € liquid
Container{c) A Liquid(s) =
(3 IV € view-instance
:names of individuals are used as selector functions
con(IV) =« ¢ A sub(IV) = s
;logical existence of individual is timeless
A (3 p € piece-of-stuff
container(p) = ¢ A made-of(p) = 8)
A(V t € time
;it is active whenever Preconditions and Quantity Conditions hold
(T Status(IV, Active) t)
«[(T Can-Contain-Substance(con(IV), sub(IV)) t)
A (T A[amount-of-in(sub(IV), con(IV))] > ZERO t)]
;when active, p exists physically and its amount is the
;amount of that kind of substance in the container
A(T Status(IV, Active) t) =
((T Contained-Liquid(p) t)
A Exists-In(p, t)
A (M amount-of(p) t) = (M amount-of-in(s, c) t))))

;In general,
V IV € view-instance V t € time
(T Taxonomy(Status(IV, Active), Status{IV, Inactive)) t)

changes when they do occur, hence any dependence on these facts must be explicitly represented. This is the
rolc of preconditions.

2.6 Functional relationships

A key notion of Qualitative Process theory is that the physical processes and individual views in a
situation induce functional dependencies between the parameters of a situation. In other words, by knowing
the physics you can tell what, if anything, will happen to one paramcter when you vary another. In keeping
with the exploration of weak information, we define

Q g+ Q2

(rcad "q, is qualitatively proportional to Q,", or "Q, q-prop Q,") to mcan "thcre exists a function that
1 54 2 1 a-prop Q,

determines Q,, and is increasing monotonic (i.c., strictly increasing) in its dependence on Q,”. In algebraic

notation, we would write

Qg = (..., 02....)

If the function is decreasing monotonic (i.c., strictly decreasing) in its dependence on Q,. We say

0 =g- Q

and if we don’t know whether it is increasing or decreasing,

Q1 %q Q2
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For example, we would express the fact that the level of water in a cup increascs as the amount of water in the
cup increascs by adding into the relations of the contained liquid description:

lavel(p) X+ amount-of(p)

It is important to notice how little information «, carries. Consider the relationship between 1evel
and amount-of stated above. Effectively, all we know is that, barring other changes, when amount-of riscs or
falls 1eve1 will also. IFrom this statement alone we do not know what other parameters might affect 1even,
nor do we know the exact way level varics with amount-of. That =04 statement is satisficd by all of the
following cquations (assuimning appropriate range restrictions);

level(p) = amount-of(p)

level(p) = [amount-of(p)]z

leveli(p) = sin{amount-of(p))

level(p) = amount-of(p) * temperature(p)

and many more.
Often we will leave the function implied by < unnamed. When it is nccessary to name the

function, we will say

Function-Spec(<id>, <specs>)

where <id> is the name of the function being defined and <spec> is a set of statements that further specify the
function. Suppose for example that 1eve1 is expressed in a global coordinate system, so that whenever two
open containers whose bottoms are at the same height have fluid at the same level, the pressure cach fluid
exerts on the bottom of its container is the same., We might introduce a function p-1-fun that relates
pressures to levels:

Function-Spec(p-1-fun, {pressure(p) xQ+ level(p)})

Then if c1 and c2 are containers such that

(M level(c1) t0) = (M level(c2) t0)

then since

prassure(c1) = p-1-fun{level(ci))
pressure(c2) = p-1-fun(level(c2)),

by the cqualitics above we have

(M pressure{cl) t0) = (M pressure(c2) t0)

Notice that we could not draw this conclusion without knowing that the function which relates pressures to
levels is the same for both containers.
Sometimes we want to express the fact that a function depends on something that is not a quantity.

In that casc we will say

F-dependency(<id>, <thing>»)
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In the contained liquid description. for instance, the level depends on the size and shape of the container as
well as the amount of water. Assuming shape and size arc functions whose range is somcthing other than
quantitics, we would write

Function-Spec(level-function, {level(p) Xqe amount-of(p)})
F-depeadency(level-function, shape(container(p)))
F-dependency(level-function, size(container(p)))

to express this fact. Thus if two containers have the same size and shape, a particular amount of water will
result in the same level, but if the size or shape is different we cannot deduce anything about the relative
levels of water.

The definition of < is motivated in part by issucs involved in learning and causal reasoning, and we
postpone further discussion of its variants until Scction 5.2. There is one other kind of information that can
be specified about the function implied by cro's. and that is a finite set of correspondences it induces between
clements of the quantity spaces it connects. An cxample of a correspondence is that the force cxerted by an
clastic band is zero when it is at rest. This would be written:

Correspondence((A[internal-force(band)], ZERO),
(A{Yength(band)]., A[rest-length(band)]))

Correspondences are the means of mapping valuc information (incqualities) between quantity spaces via <o
For example, if the length of the band described above is greater than its rest length the internal force is
greater than zero (figure 8).

Fig. 8. Correspondences link quantity spaces across )

A correspondence statement allows information about incqualities to be transferred across qualitative
proportionalitics (oro's). The rough shape of the graph below is determined by the <0 the equality between
the two points is determined by the correspondence.

internal-force(band)
Exact shape unknown,
- -
2ERO
- “<;\\
~ but this point
-~ is on it
yd
) §
rest-length
length(band)

internal-forca(band) xq length(band)
Correspondence ((A[interna)-force(band)], ZERO),
(A[tength(tand)]), A[rest-length(band)]))
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2.7 Historics -
To represent how things change through time we use Hayes' notion of a history. We assume the
concepts introduced in [Hayes, 1979b] as our starting point. To summarize, the history of an object is made

up of episudes and events. Fpisodes and cevents differ in their temporal aspects.  Events always last for an _
instant. while episodes usually occur over an interval of time.  Fach episode has a start and an end which are
cvents that serve as its boundaries. Following [Allen, 1981]. we assume that episodes and events meet, that is,
the start of some picce of history is directly after the cad of the previous picce with no time in between. This
allows us to say. for exammple, that the episode of heating water on a stove is ended by cvent of the water
rcaching its boiling temperature, yet during the episode the temperature was below the boiling point.

The particular class of histories Hayes introduced will be called parameter historics, since they are
mainly concerned with how a particular parameter of a specific individual changes.! Objects can have more
than onc parameter, and these parameters often can change independently. For example, if we drop a steel
ball past a flame, the ball will heat up a bit but the motion won't be affected (unless the combustion gases
impart significant momentum to it). Thus the history of an object includes the union of its parameter
historics.  Figure 9 illustrates the parameter histories for the situation just described. The criteria for
individuation, for breaking up time into cpisodes and events arc changes in the values of quantities and their
parts. The spatial component of paramecter histories is inherited from the object they are a parameter of, In
figure 9. for example, the cvents consist of the ball’s position reaching hz and n1, because different values
occurred before and after that time. The final component of an object's history arc the historics for the
processcs it participates in, but this will be claborated later in section 3.7.

Again following Haycs, a slice of a history denotes a picce of an object’s history at a particular time.
We denote the slice of an individual i at time t by

at(i, t)

If we let all functions, predicates, and relations that apply to objects apply to slices as well, with functions that
map from objccts to quantitics map from slices to values, then we could be rid of T and M and just talk in terms
of slices. For instance, instcad of writing

(T Aligned(P1) t0)
(M A[amount-of(WC)] t0) > (M A[amount-of(WB)] t0)

we would write

Aligned(at(P1, t0))
Al amount-of (at(WC, t0))] > A[amount-of(at(WB, t0))]

As we will see in the "practice™ chapters, this in fact is the convention used in the implementation because it
simplifics indexing. However, for clarity of cxposition we will continue to use v and ™ in presenting the

theory. 1
The notion of history so far is "object centered”. Since processes will often act between several

L. In fact. Hayes' examples are parameter historics for "amount of stuff”, representing an object solely as a
picce of space-time. ]
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Fig. 9. Paramcter histories describe when values change
Part of the parameter histories for a ball being dropped through a flame are depicted below. Time runs from
top to bottom, and the portion of the history that depicts what is happening (imnotion and heat flow) is not

shown.

History(B)

Temperature(B) Position(B)

‘ path of B
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pre

objects, we need a way of tatking about several objects at a particular time. We will recycle the term siruanion :

to mean a collection of shices for a set of objects under consideration at some particular ume. Unlike
situationat caleulus, the temporal aspect of a situation can be cither an instant or an interval. Ao, a situation

is now spatially bounded - its spatial extent is that of the slices that comprise it. In formulac where times are
required, we will assume a coercion from a situation or event (o its time so that we can freely use the names of
siuations in expressions involving 1 and M.

‘The question of what constitutes a useful situation brings us back to the local evolution problem
described in the introduction. We may now state it more precisely: Given some collection of objects that we
know about at a particular time, can we figure out some way to divide them up ine “uations that can be
considered scmi-independently?  For the moment we will leave the criteria of what constitutes useful
situations unspecified; we will return to this problem in Scction 3.7 after have discussed processes.

PR S

s

1. In current Al systems this problem usually docs not arise because the situations under consideration are
composed solely of relevant objects.  However, as we attempt to make programs that can deal with more :
realistic problems this issue will become very important.
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3. Processes

A physical situation is described in terms of a collection of objects, their propertics, and the
rehationships between them. So far our description of the world has been static -- we can describe that things )
are different from one time to another, but have not provided the means by which changes actually occur. =
I'he ways m which things change are intuitively charuacterized as processes. A physical process is something
that acts through time to change the parameters of objects in a situation. Examples of processes include fluid
and heat flow, boiling. motion, stretching and compressing.

This scction describes what processes are, including how to specify them, and claborates the notion

of influences. A catalog of basic deductions involving processes illustrates the kinds of conclusions that can be 4
drawn within QP theary. Historics arc extended o include occurrences of processes, and the role of processes
in specifving a language of behavior is discussed. _
3.1 Defining processes J
€ A process is defined by five parts: 1
t 8 The individuals it applics to,
- ¥ A set of preconditions, statements about the individuals and their relationships ‘
F‘ other than quantity conditions. )
3 ]
' 8 A sct of quantity conditions, that are cither statements of incqualitics between -]
quantitics belonging to the individuals (including domain-dependent constants )
and functions of them) or statements about the status of processes and individual ]
views. 4
-
8 A set of relations the process imposes between the individuals, along with new ]
entitics that might be created., )
8 A sct of influences imposed by the process on the parameters of the individuals.
Figure 10 illustratcs process specifications for heat flow and boiling. (For fans of logic, figure 11 illustrates :
how the boiling process would look translated into predicate calculus). I
As you can sc¢, a process is just like an individual view -- it is a time-dependent thing -- except it has ]
something called influences. 1o recapitalate, for every collection of objects that satisfy the individuals ]
specification for a particular type of process, there will be a process instance, or PI, that relates them. ‘The ’
process instance will be active, representing the process acting between these individuals, exactly whenever

o d

both the preconditions and the quantity conditions arc true. Preconditions are those factors that are outside
Qualitative Process theory, such as someone opening or closing a valve to establish a fluid path, but still
relevant to whether or not a process occurs,  The quantity conditions are those statements that can be
expressed solely within QP theory, such as requiring the temperature of two bodices to be different for heat
flow to occur, or a heat flow to occur as a prerequisite to boiling. The set of relations associated with a process
arc the relationships it imposes hetween the objects it is acting on. ‘The relations component usually describes,
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Fig. 10. Examples of physical process definitions

Heat flow happens between two objects that have heats and are connected via some path through which heat
can flow. The predicate Heat-A1igned is true exactly when heat can flow through the path, Boiling happens
to a contained liquid being heated, and creates a gas madc of the same stuff as the liquid. t-boi1 represents
the boiling point tor the picce of stuff involved.

process heat-flow

Individuals:
src an object, Has-Quantity(src, heat)
dst an object, Has-Quantity(dst, heat)
path a Heat-Path, Heat-Connection(path, src, dst)

Preconditions:
Heat-Aligned(path)

QuantityConditions:
A{ temperature(src)] > A[temperature(dst))

Relations:
Let flow-rate be a quantity
A[flow-rate] > ZERO
flow-rate &g, (temperature(src) - temperature(dst))

Influences:
I-(heat(src), A[flow-rate])
I+(heat(dst), A[flow-rate])

process boiling

Individuals:
w a contained-liquid
hf a process-instance, process(hf) = heat-flow
dst(hf) = w

QuantityConditions:
Status(hf, Active)
Al temperature(w)] = A[t-boil(w))

Relations:
There is g € piece-of-stuff
gas(g)

substance(g) = substance(w)
temperature(w) = temperature(g)
Let generation-rate be a quantity
Algeneration-rate] > ZERO
generation-rate g, flow-rate(ht)

Influences:
I-(heat(w), A[flow-rate(hf)])
:The above counteracts the heat flow's influence
I-(amount-of(w), A[generation-rate])
I+(amount-of(g), A{generation-rate])
I-(heat(w), A[generation-rate])
I+(heat(g), A[generation-rate])
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Fig. 11. Boiling expressed as an axiom
Here is how the botling description could be written as an axiom. For clarity, temporal references have been
omitted. Influence adders are explained in section 7.2,

V w € contained-liquid V hf € process-instance
(process(hf) = heat-flow A dst(hf) = w =>
[3 pt € process-instance
process(pi) = boiling A w(pi) = w A hf(pi) = hf
A [(Status(hf, Active) A A[temperature(w)] = A[t-boil(w)])
« Status(pi, Active)]
A [Status(pi. Active) =
(3 g € piece-of-stuff 3 generation-rate € guantity
Boiling(w, hf)
gas(g)
substance(g) = substance(w)
temperature(w) = temperature(g)
A{generation-rate] > ZERO
generation-rate g, fiow-rate{hf)
A[flow-rate(hf)] € MinusInputs(InfluenceAdder(heat(w)))
A[generation-rate]
€ MinusInputs(InfluenceAdder(amount-of(w)))
A[generation-rate]
€ PlusInputs({InfluenceAdder(amount-of(g)))
Afgeneration-rate)
€ MinusInputs(InfluenceAdder(heat(w)))
A[generation-rate)
€ Pluslnputs{InfluenceAdder(heat(g)))]]]

> > > >5>2>>>>>

but is not limited 1o, indirect effects via functional relationships between quantities, such as the flow rate in
fluid flow being qualitatively proportional to the differcnce in the pressures of the contained fluids involved.
The relations also include descriptions of any new individuals created by the process, as for cxample the steam
generated by boiling, and facts nceded by cxternal representations, such as describing appearances.
Influences are discussed next.

3.2 Influences and integration

Influcnces specify what can causc a quantity to change. There are two kinds of influences, direct and
indirect. ‘The influences component of a process specifics the direct influences imposed by that process. For
cxamplc, in a flow process the flow rate will typically correspond to the increasc in the amount of “stuff" at
the destination and to the decrcase in the amount of “stuff™ at the source. To indicate that the number n is a
dircct influence on the quantity Q, we write

1+(Q. n)
1-(Q. n)
1£(Q. n)

according to whether its influence is positive, negative, or unspecified. Importantly, processes are the only
source of direct influences. 1f at least one process is dircctly influencing a quantity @ at some particular time,
then we say that  is directly influenced. 1f a quantity is dircctly influenced, then its derivative equals the sum
of all of the direct influences on it.

An indirect influence occurs when a quantity is a function of some other quantity that is changing.
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Quualitative proportionatitics (oco‘s), introduced carlier, arc the means of specifving these effects. Sometimes
we will refer to a process or quantity indirectly influcncing some quantity. One quantity indirectly influences
another if the sccond quantity is qualitatively proportional to the first. A process indirectly influences a
quantity Q, if it directly influences some quantity Q, which in turn indirectly influences Q.

Notice that direct influences tell us much more about the relationship between quantities than
indirect influences. Multiple direct influences on a quantity are combined by addition, but since =, provides
so little information about the exact form of the underlying function, the result of multiple indirect influences
cannot always be calculated. Section 3.6.3 discusses this issue in detail.

At any particular time a quantity must be cither dircetly influenced. indirectly influenced, or not
influenced at all. Importantly, we assume that no quantity is both directly and indirectly influenced at once.
A domain physics that allows a quantity w be both directly and indirectly influcnced at the same time is
considered to be inconsistent. 'This may scem odd, given that relationships between guantities in "real”
physics are often specified as constraint equations. 1-or example, we could express the equation

F=m®*a
three different ways using qualitative proportionalitics, cach corresponding to one parameter being described
as a function of the other two. How, and why, do we sclect a particular function to represent the constraint
rclationship?

The choice is made to reflect the way causality works in the domain. In thinking about motion, for
instance. we cannot directly apply an acccleration - we must apply a force to cause an acceleration. Similarly,
we cannot by accelerating something or pushing ot it cause its mass to change, yct its mass will affect how
much acceleration we get for a given push. Hence the proper rendering of Femea is

a “Q; F

axg.m
There is a subtle issuc turking here. In a sense, directly influenced parameters are "independent”, in that we
can cause changes in them directly via active processes. All other changes in quantitics are an indirect result
of what the processes do to the directly influenced parameters. The choice of directionality for a constraint
equation must respect this fact. The full importance of this distinction will be discussed later on when
examining causal rcasoning (section 5.2).

The influences on a quantity are combined to determine its derivative (we describe just how later).
A notion of integrability - the relationship between the derivative of a quantity and its amount - is nceded.
Iissentially, if the derivative is negative then the amount will decrease over an interval, if positive then the
amount will increase, and if zero then the amount will be the same:

V q € guantity V I € interval

(constant-sign(D[q]., I) =>
(M D4[q) during(I)) = -1 « (M A[q] end(I)) < (M A[q] start(I))
A (M Dg[q] during(I)) = 1 « (M A[q] end(I)) > (M A[q] start(I))
A (M Dg{q] during(l)) » 0 « (M A[q] end(1)) = (M A[q] start(I))
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Y n € numbers, V I € time,

constant-sign{n I) = (V iq,ip € during(I) (M s[n] 1) = (M s[n] i3))
This statement is very weak compared to our usual notion ol“imcgrahility.] In particular, it does not rest on
knowing an explicit function describing the derivative and thus does not require an explicit notion of integral.

3.3 Limit points

Recall that a quantity space consists of a collection of clements and ordering relations between them,
The major source of elements for the quantity space of some number n are the numbers and constants that are
compared W n via quantity conditions. Because they correspond to discontinuous changes in the processes
that are occurring (or Individual Views that hold), they are called /imit points. Limit points serve as boundary
conditions. For example, the tcmperature quantity space for an object w might include the limit points:

t-melt(w) t-boil(w)

where the object undergoes phase changes that result in qualitatively distinct behavior. As we have seen,
these different modes of behavior are modcled by individual views.

3.4 The sole mechanism assumption and process vocabularies

A central assumption of Qualitative Process theory is the sole mechanism assumption, namely:
All changes in physical systems are caused directly or indirectly by processes.
As a consequence, the physics for a domain must include a vocabulary of processes that occur in that domain,
This process vocabulary can be viewed as specifying the dynamics theory for the domain. A physical situation,
then. is described by a collection of objects, their propertics, the relations between them (including individual
views). and the processes that are occurring.

The sole mechanism assumption allows us to rcason by cxclusion. If we make the additional
assumption that our process vocabulary for a domain is complete, then we know what types of quantitics can
he directly influenced (since processes are the only sources of direct influences). If we understand the objects
and relationships between them well enough, we know all the ways quantitics can be indirectly influenced.
Thus we know all the potential ways in which any physical situation will change. Without these closed world
assumptions? about the form and contents of dynamical theorics, it is hard to see how a reasoning entity could
use, much less debug or extend, its physical knowledge.

1 It the ume involved is an instant, then we assume that the quantity "doesn’t change very much™ during
this tume. To be more exact, we assumie in that case the quantity is only different by an infintesimal amount,
ar equivalently, that influences are finite. This assumption underlies case 2 of the equality change law, which
will be discussed shortly.,

YOSee JColhns ot al L 1975 [Moore, 1975), [Reiter, 1980] for discussions of the general importance of closed
world assumptions.
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3.5 Reprise

Processes should be first class entities in the ontology of naive physics. [t may be tempting to think
that processes are mere abbreviations for "deeper™ representations, such as constraint laws. However, they
are not. The temptation arises both because constraint faws are often judged to be the most clegant physical
descriptions in "non-naive” physics, and because constraint-based computer models have been fairly
successful for analyzing engineered systems ([Stallman & Sussman, 1977], [de Kleer & Sussman, 1978)).
However. the aims of naive physics are not the same as the aims of physics or engineering analysis. In physics
we are trying to construct the simplest models that can make detailed predictions about physical phenomena.
When performing an engineering analysis, even a qualitative onc. we have chosen a particular point of view
on the system and abstracted away certain objects. Unlike either of these enterprises. naive physics attempts
to uncover the ideas of physical reality that people actually use in daily life. Thus the notions that physics
throws away (objects, processes. causality) for conciseness in its formal theory -- the equations -- are precisely
what we must keep.

QP theory concerns the form of dynamics theories, not their specific content. For example, the heat
flow process illustrated previously adheres to cnergy conservation, and does not specify that "stuff is
transferred between the source and destination. The language provided by the theory also allows one to write
a heat flow process that violates encrgy conservation and transfers “caloric fluid” between the source and
destination. The assumptions made about the content of dynamics theories are quite weak. Aside from the
ability to write a wide varicty of physical models, the weakness of its assumptions allow other theories to be
written that impose further constraints on the legal vocabularics of processes. For example, conservation of
energy can be expressed as a theory about certain types of quantities and the allowable patterns of influcnces
in processes that affect those types of quantities (see scction 4.5). We do not, however, wish to saddle QP
theory with these assumptions.

3.6 Basic deductions

To be useful, 4 representation must support deductions. Scveral basic deductions involving the
constructs of QP theory are catalogued below. 1t may be helpful to skip momentarily to the example in section
4.1, which illustrates these deductions step by step.

3.6.1 Finding possible processes

A process vocabulary determinces the types of processes that can occur. Given a collection of
individuals and a process vocabulary, the individual specifications from the clements in the process
vocabulary must be used to find collections of individuals that can participate in cach kind of process. These
process instances (PI's) represent the potential processes that can occur between a st of individuals. A similar
deduction is used for finding view instances.
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3.6.2 Determining activity

{

. A process instance has a status of Active or Inactive according to whether or not the particular
; process it represents is acting between its individuals. By determing whether or not the preconditions and
: guantity conditions are true, a status can be assigned to each process instance for a situation.! The collection )
E of active PI's is called the process srructure of the situation.  The process structure represents what is
b happening te the individuals in a particular situation, Similarly. the view srructure is the collection of active
f VI'sin the situation. Whenever we discuss the process structure, we will usually include the view structure as e
i well!

‘ 3.6.3 Determining changes

Most of the changes in an individual are represented by the b values for its quantities. A o value
of -1 indicates the quantity is decreasing, a value of 1 indicates that it is increasing, and a valuc of o indicates
that it remains constant. As stated previously, there are two ways for a quantity to change. A quantity can be
directly influenced by a process, or it can be indirectly influcnced via < (By the sole mechanism

¢ assumption, if a quantity is uninfluenced its D valuc is 0.) Determining the o  value for a quantity is called 4
resolving its influences, by analogy to resolving forces in classical mechanics.

Resolving a quantity which is directly influenced requires adding up the influcnces. [f all the signs 1
. of the influences are the same then the oy value is simply the sign valuc of the influences. Since we do not
- have numerical information, ambiguitics can arise. Sometimes an anwer can be found by sorting the
‘ influcnces on the quantity into positive and negative sets and using inequality information to prove that one
set of influences must, taken together, be larger than the other set. Of course, we will not always have even
that much information.

Resolving an indirectly influcnced quantity involves gathering the D) statements that spccify it as a
function of other quantities. Because we lack detailed information about the form of the function, in many
cases indirect influences cannot be resolved within basic QP theory. An example will make this point clearer.
Suppose we have a quantity Qg such thatin a particular process structure:

e

Qp ®p. Q1 A Qg %go- Q2
If we also know that

0s[Q1]1 = 1 A Dg[Q2] = 1

then we cannot determine b [Q4]. because we do not have enough in formation to determine which indirect
influence “"dominates™. However, if we had

! Ds[Q1]) = 1 A Dg[Q] = 0

then we can conclude that

H 1. 'T'his can require scarching the complcetions of the relevant quantity spaces if the required orderings cannot
he deduced from what is alrcady known about the valucs.
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Dg[Qg) = 1
because Q, is now the only active indirect influence.

hinportantly, we assume the collection of qualitative proportionalities which hold at any particular
time is loop-free, that is, if A «q B then it cannot be the case that 8 «q A At first glance it might scem that
this assumption makes it impossible to model systems where two parameters are interdependent, such as
feedback systems. ‘This is not the case: the key obscrvation is that, in physical systems, such loops always
contain a derivative -- which is modeled hy a direct influence, not a qualitative proportionality. In thinking
about fluid Now, for example, we might observe that a change in amount of liquid causes a change in flow
rate. which in turn acts to change the amount of tiquid. But while flow rate is qualitatively proportional to the
amount of liquid (via its dependence on pressure, which depends on the level, which in turn depends on the
amount of liquid), the flow rate is a direct influence on the amount of liquid. 'The integral connection
between them serves to "hreak” the loop, thus ensuring the system of qualitative propotionalitics is loop-free.

omain specific and problem specific knowledge often plays a role in resolving influences. We may
know that a certain influence can be ignored, such as when we ignore heat loss from a kettle on a stove to the
air surrounding it. Qur knowledge about particular functions may tetl us which way things combine. Suppose
for instance that our model of flutd flow included influences to model the changes in heat and temperature
that result from mass transfer. In the source and destination temperature would be indirectly influenced (via
Amount-of and heat), and it we knew nothing but the D¢ values we could say nothing about how they will
change. From Black's law, however, we know that the temperature of the source is unchanged and the
temperature of the destination will rise or fall according to whether the temperature of the source is greater or
less than the temperature of the destination.

3.6.4 Limit analysis

The changes in a situation can result in the process and view structures themselves changing,
Determining these changes and changes in oy values is called limit analysis. Limit analysis is carried out by
using the current 0 values and quantity spaces to determine which quantity conditions can change.

'The first step is to find the neighboring points within the quantity spaces of cach changing quantity.
If there is no neighbor in some direction, then a change in that direction cannot affect anything. The ordering
between cach ncighbor and the current amount of the Guantity can be combined with the o valucs of each to
determine if the relationship will change (see figure 12). If the neighbor is a limit point, some processes may
end there and others begin. ‘Thus the sct of possible changes in orderings involving limit points determines
the ways the current sct of active processes might chungc.1 The sct of single changes plus consistent
conjunctions of changes (corresponding to simultancous changes) forms the set of guantity hypotheses for the
current situation. A quantity hypothesis which imposes a change in cither the view or process structurc (as
opposed to mercely indicating a change inapg value) will be called a limit hypothesis.

1. This assumes that rates are not infinitesimals. so that if a quantity is "moving" towards some point in its
quantity space it will actually reach that value in some finite time. ‘This assumption rules out a simple form of
Zeno's paradox. Note, however, that relaxing this assumption would result in only one additional state in the
possibilities returned by the limit analysis -- that the current state never changes.
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kc Fig. 12. Linking derivatives with inequalities
[' ‘This rable summarizes how the ordering relationship between two quantitics may change according to the
g sign of their derivatives over some interval,
1 For A > B:
: Ds[B]
i,; I l 1 |
8 -1 N1 | - | . |
3 DsfA] 0 | > | > | . |
‘ 1 > | > | N2 |
Ni: If DL[A] > DL[B] then =; > otherwise
N2: 1f DL[A] < DL[B] then =; > otherwise
For A = B;
Ds[B]
1 -1 | | 1 |
-1] N3 | < | < |
Ds[A] 0 | > i - | < |
1| > I > I N4 | :
1
N3: If DL[A] > D,[B8] then <: d
If DR[A] < Du[B] then >; )
If Dp[A] = Dy[B] then =; 1
N4: If D,[A] > D,L[8] then >; )
If Dy[A] < DL[B] then <; ]
If Dp[A] = Dy[B] then =; 1

Determining which changes and conjunctions of changes arc consistent involves several types of
knowledge. First, onc quantity hypothesis might render another moot. For example, if a particular quantity
hypothesis causcs an individual to vanish, then any other quantity hypothescs involving that individual which
arc to occur at the same time arc irrelevant.  Sccondly, we assume that changes implied by a quantity 1
hypothesis must be continuous both in quantity spaccs and in D values. Continuous in quantity spaces
means that all relationships between quantities must go through cquality, i.e., that the relationship between N

USRI

1
and N, cannot change directly from > to < or from < to >. Continuous in b  valucs means a o value cannot
jump directly from 1 to -1 or from -1 to 1. Finally, domain dependent information can be used to determine \
that the situation resulting from the quantity hypothesis is inconsistent.  For example, if the bottoms of two -

open containers are at the same height and the only thing happening is a fluid flow from onc to the other,
then it is impossible for the source of the flow to run out of liquid.

More than one change is typically possible, as the examples in the next section illustrate. There are _
three reasons for this.  First, if the ordering within a quantity space is not a total order more than one “
neighbor can exist. Sccond. a process can influence more thar one quantity. Finally more than one process
can be occurring simultancously. ‘The basic theory does not in geancral allow determining which alternative
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actually occurs, ‘The hypothesis which occurs represents a quantity (or collection of quantities) that reachs its
limit point betore any others do. Using Calculus as the model for quantitics. this would require solving an
integral equation. Since the basic theory docs not include explicit integrals, this question typically cannot be
decided.

There are some special situations, due to the nature of quantitics, where sometimes we can do better.
Consider two quantitics A and B that arc equal, and ¢ and o that are uncqual. If all of the quantitics are
changing (o4 value of -1 or 1) in ways that insure the relationships between them will change. then the finite
difference between ¢ and o implies that the change in the cquality between A and 8 occurs first. In fact, we
assume that the change from equality occurs in an instant, while the change to cquality usually will takes some
interval of time. We further assume that a change to cquality will take an instant only when the change in
value was duc to a process that acted only for an instant. These
facts are summarized as the equality change law:

With two exceptions, a state lasts for an interval of time. It lasts for an instant only
when either
(1) A change from equality occurs or
(2) A change to equality occurs between quantities that were influenced away
Srom equality for only an instant,
The first case assumes that the values of numbers aren’t "fuzzy”, and the sccond case assumes that the
changes wrought by processes are finite (i.c., no impulses).

Remember that the sct of quantity hypotheses consists of single changes and conjunctions of single
changes. Consider dic set of conjunctive hypotheses which contain only changes that occur in an instant, and
in particular, the maximal clement (in terms of inclusion) of the sct. The quantity hypotheses that contain this
maximal clement are the ones which can occur next, because the duration of an instant is shorter than the
duradon of an interval. By using the equality change law to identify those quantity hypotheses that represent
changes that occur in an instant, we can sometimes get a unigque result from limit analysis within the basic
theory.

For some kinds of tasks just knowing the possible changes is enough (c.g., envisioning). If required,
knowledge outside the scope of QP theory can be used to disambiguate the possibilitics. Depending on the
domain and the style of reasoning to be performed there are several choices: simulation {Forbus, 1981a},
algebraic manipulation [de Kleer, 1975), teleology {de Kleer, 1979], or default assumptions or obscrvations
[FForbus, 1983a.

3.7 Processes and histories

Adding processes to the ontology of naive physics requires extending the history representation of
change.  In addition to paramcter historics, we will also use process histories to describe what processes are
occurring when. ‘The temporal extent of a process episode is the maximal time during which the status of the
instance is constant, and the spatial extent is the spatial extent of the individuals involved in it. ‘The cvents
that bound cpisodes in the process history occur at the instants at which quantity conditions, preconditions, or
the existence of objects imvolved in the instance change.  Fiew histories. describing the status of view
instances, are defined simitarly, Process and view cpisodes are included in the histories of the objects that
participate in the process. and the union of the object’s parameter histories and the history of the processes
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and views it participates in comprise its towl history. Figure 13 illustrates the full history over a small interval
for the ball being dropped through a flame discussed previously.

As mentioned previously, the two key problems in reasoning with histories arc the local evolution
problem (extending the known portion of an object’s history, preferably by carving up the situation into
pieces that can be reasoned about semi-independently) and the intersection/interaction problem. ‘The key to
solving them lies in having explicit descriptions of the ways changes are caused.

Recall that the processes active in a situation form its process structure (as usual, we also implicitly
include the view structure to simplify discussion).  Processes interact by shared influences; two processes
which affect the same parameter or a process that affects a parameter mentioned in the quantity conditions of
another must be considered together when figuring out if, and how, they will change. If there is no way for
wo processes to "communicate” by common cffects, then they can be considered independently. This
suggests carving up what is happening at a particular time into "non-overlapping™ picces, subscts of the
process structure that do not interact.

We define p-components as cquivalence classes on the process structure as follows. A process
instance p1 (or view instance) is in the same p-component as another process instance P2 (or view instance) if
cither: (a) p1 influcnces a quantity mentioned in p2’s quantity conditions, (b) 1 influcnces a quantity
influenced by P2, (¢) P1's quantity conditions mention a quantity mentioned in the quantity conditions of pe,
or (d) P2 contains a o that propagates an influence of P1.

As long as a particular process structure lasts, the p-componcnts can be reasoncd about
independently.  For example, we usually don’t worry about getting our fect wet in a basement despite the
proximity of flowing water and stcam in our plumbing. Changes in the process structure can bring about
changes in p-compongents, so the conclusions made in cach p-componcnt may have to be modified depending
on how the process structure changes. [f our plumbing lcaks, for instance, there are now ways for our fect to
get wet.

The individuals affected by the processes in cach p-component define a collection of things that can
he reasoned about in isolation, barring certain changes in process structure. Thus we can generate object
historics by cvolving situations that correspond to p-components, combining the results when the process
structure changes to get new p-components, and so forth. ‘The interaction problem becomes trivial - two
episodes interact if and only if the processes that give rise to them are part of the same p-component of a
process structure on a situation made up of slices from those particular cpisodes. Figurc 14 provides a
graphical illustration.
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Fig. 13. History for a hall dropping through a flame
Here is a picce of the history for the ball again, but with process cpisodes added. As before, EP<n> are

episodes. and timne runs from top to bottom.

History(B)
Temperature(B) Position(B) Process episodes
N A
EP1: DS O | EP2: h1, h2
/
end v end
4 Event1 N A
h2
start N\ — start
start
a N
EP3: Ds 1 EP4: h1, h2 EP8: Heat-flow
N /
end end d
en
d Event2 ) start
h1
N S/
start : i
J start (EP?. Motlon)
(EPs; Ds O GPS: h1, ha end
Y
4
—_— —_—— —— — = h2 ]
1
.1
—_— —— —— — —— - h1 ]
)

' path of B
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Fig. 14. Determining interactions

Supposc wa and w8 arc liquids. with wB being the fluid flowing through the channcel below wa's container.
Below arc the process structures that result from different assumptions about the situation, with potential

intcractions indicated.

—» WB —

If the shared wall is not a heat path,
PS: Fluig-Flow(WB, channel), no interaction
Otherwise, if A[temperature(WA)] = A[temperature(WB)]
PS: Fluid-Flow(WB, channel), no interaction
Otherwise, PS: Fluid-Flow(WB, channel) and a heat flow, hence they intaract.

3.8 A language for behavior

QP theory concerns the structure of qualitative dynamics. It specifies a language in which certain
common scnse physical modcls can be written. Can this language be extended to form a full language of
behavior for physical systems? Although I have not yet donc so, I will arguc that the answer is yes, and that
several advantages would result from the extension.

A language should have primitives, some means of combining these primitives, and means of
abstraction to allow new cntitics to be defined. Processes and individual views are the primitives in this
Janguage.! There are two sensibie kinds of compound processes. The first kind consists of processes that
form a p-component. a shared parameter combination. An example of a shared parameter combination is the
intake stroke of a four cycle engine, which consists of a flow of air and gas into a cylinder and motion of the
piston. The sccond kind consists of sequences of processes occurring over the same individuals. An example
of a scquential combination is the sequence of intake, compression. combustion and cxhaust strokes of a
four-cycle engine. Treating these combinations as new “things” then allows propertics of the system they
describe to be reasoned about.

1. The choice of what is primitive in any particular domain’s vocabulary will of course vary - for example, the
descripuon of a gas we usc in scction 4.1 is macroscopic. Presumably a richer process vociabulary would
contain the "mechanisms” that smduce these relations (i.c.. the kinetic theory of gascs), but there is no reason
to always include such detail.  Consider for example a resistor in a circuit that never cxceeds its clectrical
capacity. The detailed mechinics of conducuon hinder rather than help when calculating the current that will
result from a voltage across it.
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It should be clear that the shared paramicter combination can be treated exactly as a simple process,
specified by the union of the properties of the component processes.  In other words, a shared parameter
combination will have individuals, preconditions, quantity conditions, relations, and influences that work just
like any other process. However. the sequential combination is not a process, because the same influenees
and relations do not hold over every distinet time within the occurrences of the sequential combination. A
sequential combination is really a picce of a history? o particular, it is the history of the individuals affected
by the processes, viewed as a system. In honor of this mixed ontological status such descriptions will be called
encapsulated histories.  Encapsulated histories (abreviated EH) are important for two reasons.  First, some
phenomena which can be described by them scem irreducible in terms of processes -- collisions, for example.
Sccond, they serve as abstract descriptions for more complex behavior, e.g. in describing the pattern of
activity in an oscillator,

When writing encapsulated histories, we will use most of the syntactic structure of processes and
individual views, in that the combination will have individuals, preconditions, and quantity conditions.
However, the relations component is restricted to holding a description of a piece of the history for the
individuals, and the preconditions and quantity conditions are written relative to episodes in that piece of
history. If the preconditions and quantity conditions are ever true for a partial history of a collection of
objects matching the individual specifications, then the schematic history described in its relations is
instantiated as part of the history of those objects.! We will see collisions described as an encapsulated history
in scction 4.3,

For those phenornena which are irreducible, the encapsulated history may be the only way to evolve
the history of the object past that point. For systems where the cncapsulated history scrves as a summary, an
interesting kind of perturbation analysis becomes possible. In performing an energy analysis, for example, the
quantity conditions arc re-written in terms of encrgy. Changes to the system, such as adding friction, are
modeled by processes that influence cnergy, and the effects of these changes are determined by examining the
cpisodes that comprise the encapsulated history (sce section 4.5.1).

3.9 Classification and abstraction

A classification hicrarchy is needed to account for the various kinds of conditions under which
processes occur,  For example. Hayes [1979b] identifies several distinct conditions under which fluid flow
occurs. Another example is the process of motion - flying, sliding, swinging, and rolling are distinct types of
motion, despite sharing certain common features. Sliding and rolling are examples of motion along a surface,
and along with swinging comprise the motions involving constant contact with another object. Each of these
conditions has slightly different propertics, but they are sufficiently similar in the individuals they involve and
the pattern of influences they engender to be considered the same kind of process. Having explicit abstract
descriptions of processes should also be uscful because they are often casier to rule out than morce detailed
descriptions. If, for instance, there is no path between two places through which an object can be moved, it

1. Many of diSessa’s "phenomenotogical primitives” [diSessa, 1983] appear to be representable as
encapsulated histories. Encapsulated histories are also good candidates for the first models people make of a
new domain [Forbus & Gentner, 1983).
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>

C cannot get there by sliding, flying, rolling. or any other kind of motion that might cxist.

" Theoretically. disjunctions could be used within a single process description to cover the various
cases. Doing so would fead 1o complicated deseriptions that could not casily be reasoned about. Instead,
cvery case will be represented by a different process. We will say that P1 is a case of P2, such as:

. Case-of (Swinging, Motion)
r.- ‘The tollowing restrictions hold on cases:

Specificity: ‘There is a subset of the individuals specified for Pl such that they or

[ individuals whose existence is implied by them match the individual specifications
- of P2. The preconditions and quantity conditions for P1 imply the preconditions
’e and quantity conditions for P2 respectively.

Inheritance: All statcments in the relations and influences fields of P2 hold for P1
unless explicitly excluded.

{ Figure 15 illustrates some specializations of the abstract motion process that will be discussed in section $.3.
e

3

Fig. 15. Some specialized descriptions of motion

Cases of motion are organized around constraints on kinematics. The abstract motion process alrecady
includes the individuals B, a movable object, and dir, a dircction. This process will be explained in section
*‘ 4.3. In sliding and rolling there is contact with a surface, but difterent constraints on the kind of contact.
i Otherwise the same fucts pertain to them as to the abstract version of motion.

Process Motion(B,dir)

. individuals: b
. 8 an object, Mobile(B)

- dir a direction ]
. Preconditions: .
) Free-direction(B, dir) &
5 Direction-0f(dir, velocity(B)) :
: QuantityConditions: ‘

[ ] Ap[velocity(B)] > ZERO <

Influences: B
I+(position(B), A[velocity(B)])

Process Slide Process Roll ]

Case-of: Motion

Individuals:
S a surface

Preconditions:
Sliding-Contact(B, S)
Along-Surface(air, B, §)

Case-of: Motion

Individuals:
S a surface

Preconditions:
Contact(B, S)
Round(B)
Along-Surface(dir, B, S)
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4. Fxamples

At this point a great deal of representational machinery has been introduced. 1t is time to illustrate
how QP theory can be used in physical reasoning, ‘The examples ace fairly informal for two reasons. First, the
formalization of the domains is stifl underway.! Second. while Qualitative Process theory provides an
important part of any domain’s theory, a complete model usually has to address several considerations besides
dynamics. such as spatial reasoning (qualitative kinematics, as it were). Still. these examples are complex
enough to provide an indication of the theory's utility.  The assumptions about other kinds of knowledge
required are noted as they occur.

4.1 Modeling NMuids and liquid flow

This example iltustrates some of the basic deductions sanctioned by Quaiitative Process theory and
introduces the representations of fluids used in other examples. (These representations are slightly more
complex than the contained liguid description we have been using.) Consider the two containers itlustrated in
figurc 16. What wil' happen here?

We first introduce descriptions of the fluids.  Following Hayes[1979b], we individuate liquids
according to what contains them. Figure 17 describes "picces of stuff, and Figurc 18 describes a particular
class of pieces of stuft that are individuated by being inside a container. Any picce of stuff must be in some
state, cither solid. liquid, or gas. Figure 19 describes the states of substances. The interaction of state and
comtainment is described in figure 20. Since initially there is some water in the containers, we will create
individuals corresponding to the water in cach container. Call the picces of stuff in containers ¢ and o w¢ and
wo respectively, We will assume their temnperatures are such that they are both liquids. For simplicity we will
ignore the liquid in the pipe P2, We will also ignore the precise definition of fluid paths, except to note that
P1 is one, connccting the two contained fluids.

Suppose our process vocabulary consists of liquid flow, whose description is illustrated in figure 21.
This model is very simple, because it ignores the possibility of different kinds of fluids and the details of how
fluids move through the fluid paths ({Hayces, 1979b] illustrates some of the distinctions that should be drawn
in a more detailed modcl).

With the situation we have so far, there arc two process instances, onc corresponding to flow from we
to wo and the other corresponding to flow from wo to we. To determine if cither is active (thus determining the
process structure) we have to know the relative pressures of we and wo.  Assume we deduce from the relative
levels that the pressure of we is greater than the pressure of wo. Then the process instance representing fluid
flow from wc to wo will be active and the process instance representing fluid flow from wo to we will be
inactive. Thus the process structure is the set consisting of

1. At present work is focusing on two domains: the mechanism world, and the fluids world. The mechanism
world includes the blocks world but also more complex shapes and some non-rigid materials.  The aim of
work in the mechanism world is to understand devices such as mechanical watches and automobile
transmissions. The fluids world is an attempt to extend Hayes' theory of liquids to include gases and more
complex fluid systems such as found in steam plants.
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Fig. 16. Two partially filled containers
Containers C and D are connected by a pipe. C contains more water than D. In general an "-in" suffix
indicates a function that maps from a container and a substance to a quantity.

Container C

[——H:ﬂ"‘ﬂ‘___ Container D

Fluid path P1

;structural description

Open-Container(C)
Open-Container(D)
Fluid-Path(P1)
fluid-Connected{C, D, P1)

:the containers can hold water
Can-Contain-Substance(C, water)
Can-Contain-Substance(D, water)

;the levels are related
(M A[level-in(C, water)] Initial) > (M A[level-in(D, water)] Initial)

Fig. 17. Picces of stuff
A picce of stuff has scveral quantitics, a substance, and a location.

(V p € piece-of-stuff
Has-Quantity(p. amount-of)
A Has-Quantity(p., volume) A Has-Quantity(p. pressure)
A Has-Quantity(p. temperature) A Has-Quantity(p. heat)
A Substance(made-of(p)) A Place(location(p))
A temperature(p) X0+ heat(p)

Liquid-Flow(WC, WD, P1).
To find out what changes are occurring we must resolve the influences. In this situation resolving
influences is simple. The fluid flow from ¢ to 0 is the only causc of direct influences, changing amount-of for

we and wo. Each of them has only one influence, hence
Dgs(amount-of(WC)] = -1

and
D [amount-of(W0)] = 1

These in turn influcnce volume. Teve! and pressure, cach of which has only one <9 applicable(sce figure 20).
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Fig. 18. Contained stuff
Contained-Stuff describes the conditions under which pieces: -

o

«Hf exist inside a container.

Individual-View Contained-Stuff

Individuals:
¢ a container
s a substance

Preconditions:
Can-Contain-Substance(c, s)

QuantityConditions:
A[amount-of-in(c, s)] > ZERO

Relations:
There is p € piece-of-stuff
amount-of-in(c, s) = amount-of(p)
s = made-of(p)
inside(c) = Yocation(p)

Thus we can deduce that the volume, level and pressure of we are all decreasing, and the volume, level and
pressurc of wo arc all increasing.  All other quantitics are uninfluenced. hence unchanging. Limit analysis is
similarly simple. ‘The pressures will eventually be cqual. which mceans the fluid flow will stop. It is also
pussible that the container ¢ will run out of water, thus ending w¢’s existence (although it is not possible in the
particular drawing shown). These results arc summarized in figure 22. This graph of process structures can
be used to generate a history by first creating the appropriate episodes for objec - and processes from their
initial slices, and then selecting onc or the other limit hypothesis as the end event for that episode. Usually we
will just represent the interconnections between possible process structures as we have done here. With only a
singlc process and simple relationships between quantities, resolving influcnces and performing limit analysis
is simple. In more complex situations resolving influences and disambiguating the possibilitics raised by limit
analysis will require more information, as we will sce below.
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States of matter
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I'he temperatures at which state changes occur are modeled by two functions t-mett and t-boil. t-melt and
t-po it map pieces of stult onto quantitics. and we assume Aft-boit] is never less than Aft-me1t]. The
quanuty conditions express the fact that a substance can be in cither state at a phase boundary, but that a
particular picee cannot be in both states at once. To determine the state of a piece of swff at the phase
boundary requires cither knowing its history or making an assumption,

Individual-View Solid(p)

Individuals:
p a piece-of-stuff

QuantityConditions:
= Aftemperature(p)] > A[t-melt(p)]
= Liquid(p)

Individual-View Gas(p)

Individuals:
p a piece-of-stuff

QuantityConditions:

= A[temperature(p)] < A[t-boil(p)]
= Liquid(p)

Relations:
temperature(p) X+ pressure(p)
pressure(p) X+ amount-of(p)
pressure(p) %g- volume(p)
pressure(p) “Q+ heat(p)

Individual-View Liquid(p)

Individuals:
p a piece-of-stuff

QuantityConditions:
— Aftemperature(p)] < A[t-melt(p)]
- Aftemperature(p)] > A[t-boil(p)]
= Solid(p)
- Gas(p)
Relations:
voiume(p) <o+ amount-of(p)
t-boil(p) X+ pressure(p)

iInstead of writing a constraint law, we use qualitative proportionalities

ito preserve the direction of physical effect.

.reasoning explains why.

The section on Causatl
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F‘ Fig. 20. Fffects of state on containment -
;Contained stuff has states as well -

(V p € piece-of-stuff
(Contained-Gas(p) «> (Contained-Stuff(p) A Gas(p)))
A (Contained-Liquid(p) +> (Contained-Stuff(p) A Liquid{p))) ]
A (Contained-Solid(p) +*> (Contained-Stuff(p) A Solid(p))))

:Contained liquids have levels, which are tied to amounts i
.and in turn (assuming an open container) determines pressure 9
<
(V¥ ¢ € contained-liguid ]
Has-Quantity(c, level) ]
A evel(c) xg+ amount-of(c) 4
A Function-Spec(p-1-fun, {pressure(c) X+ level(c)}))
Fig. 21. A process description of fluid flow ]

‘This simple model does not describe the existence and behavior of the liquid within the fluid path.

process Tiquid-flow

Individuals:
sfrc a contained-~1iquid
dst a contained-~liquid
path a fiuid path, Fluid-Connected(src, dst, path)

Preconditions:
Aligned(path)

Quantityconditions:
A[pressure(src)] > A[pressure(dst)]

Retlations:
Let flow-rate be a quantity
flcw-rate o+ (A(pressure{src)] - A[pressure(dst)])

Influences:
I+{amount-of(dst), A[flow-rate])
I-(amount-of(src), A[flow-rate])

;A fluird path is aligneg if only if either it has no valves or every valve is open :
(V¥ p € fluid-path 4
({number-of-valves(p) = 0) = Aligned(p)) )
AN ({number-of-valves(p) > 0) = (V v € valves(p) Open(v)) « Aligned(p))
A 7 (number-of-valves(p) < 0)) -
¢ -1
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4
|
L 4
!
[ ] 4
b
1
b .
b- .
« 1
E
( 1
RV PR P e e o A A im A e _ o e o . . A n e a e e e o y



ey

Forbus -51- QP theory

Iig. 22, Resolved influences and limit analysis

Ihe results of resolving influences and limit analysis for the situation involving two containers are
summarized below. The individuals in the situation are labeled 15, the Process Structure by ps, and limit
hypothescs by LH.

Changing Dg valuss:

Og[amount-of(WC)] = -1 Dg[amount-of(WD)] = 1
Ds(volume(WC)] » -1 Ds[votume(WD)] = 1
Dgllevel(WC)] = -1 Dg[Tevel(wn)] = 1
Dg[pressura(WC)] = -1 Dg[pressure(wD)] = 1

D [heat(wC)] = 0 04{heat(WD}] = 0
Dg[temperature(WC)] « 0 Dg[temperature(WD)] = 0

limit analysis:

IS: {wC, w0}
PS: {Liquid-Flow(WC, WD, P1)}

L

LH: Afpressure(WC)] =« Afpressure(wD)] LH: Afamount-of(WC)] = ZERO
IS: {WC. WD)} 1S: (WD}
PS: {} PS: {}

4.2 Modeling a boiler

I.et us consider the possible consequences of the situation shown in figure 23. The situation consists
of a container partially filled with water. Initially the lid of the container is open; we stipulate that if boiling
erver occurs, the lid will be closed and scaled. A flame, modeled as a temperature sourcc, is placed so that heat
can be conducted to the container and water (i.c., there is an aligned heat path between them). What sorts of
dhings can happen?

To begin with., we need the contained substances defined in the previous example and a modcl of
containers. We assume that 1f the pressure inside the container excecds a particular pressure p-burst(CAN),
the contamer will explode. Figure 24 deseribes the container model. We assume that, in addition to liquid
flow. the process vocabulary includes heat flow and boiling. as presented in section 3.1. We ignore the rest of
the details, such as the nature of heat and fluid paths and the detailed gcometry of containers.

We start by assuming that no processes arc active before the heat source is turned on; in other words
that ol temperatures, pressures, ctc. are cqual so there are no flows. and that the temperatures are in the
appropniate regions of their quanuty spaces so that no state changes arc occurring. (Note that, as usual, we are
making a closed world assumption both in assuming our process vocabulary s complete and that we know all
of the relevant individuals). Since there 1s a heat path between the source and the container, if we turn the
heat source on and if

Al temperature(SOURCE)] > A(temperature(WATER)]
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Fig. 23. A simple boiler

Lid
1 1
- Water

-<«—— Container

&K \’?4—— Flame

<— Temperature source

there is a heat flow from the source to the water. We ignore the influence of the heat flow on the source by
assuming

Dg(temperature(SOURCE)] = 0

The only influcnce on temperature(CAN) is that of the heat flow, so

Og[temperature(CAN)] = 1

This in turn causes a heat flow to the air surrounding the container and to the air and the water inside the
container. Since we arc only thinking about the container and its contents most of these changes will be
ignored, and from now on when we refer 1o heat flow it will be the flow from the flame to the contained stuff,
using the container as the heat path. The tempcrature quantity space that results is illustrated in figure 25, If
A[temperature(source)] > A[t-bail{water)] and the proccss is unimpeded (i.c.. the preconditions for the
heat flow remain true), the next process structure to occur will include a boiling.

Supposc the preconditions for the heat flow continue to be met and boiling occurs. Then by our
initial assumptions the lid will be scaled. closing all fluid paths and thus preventing any flows. The amount-of
quantity spaccs that result are illustrated in figure 26. The influcnce of the boiling on amount-of (WATER)
movces it towards ZERO. So one of the ways the process structure might change is that all of the water is
converted to steam.

If all the water is converted to steam, the only active process is a heat flow from the heat source to
the stcam. Thus the sole influence on the heat of the steam is positive, and (becausc of c:o) the temperature
also riscs. Hcat indircctly influences pressure. so the pressure of the stcam will also fise. By cxamining the
quanuty spacces for temperature and pressure we find there are two limit points which may be reached.
namcly that the temperature of the stcam can reach the temperature of the heat source and that the pressure

W
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3

,‘ Fig. 24. A simple container model

‘ For simplicity we will model a container only as a collection of quantitics, a set of picces of stuff which are its
contents, and an encapsulated history to describe the possibility of it exploding. The gecometric information

. necessary to determine flow paths and the spatial arrangement of the contents will be ignored.

V ¢ € container
[Has-Quantity(c, volume) A Has-Quantity(c, pressure)
A Has-Quantity(c, temperature) A Has-Quantity(c, heat)
A (Rigid(c) => Dg[volume(c)] = 0)
A T Open-Container(c) =
(V p € contents(c)
pressure(c) = pressure(p)
A temperature(c) = temperature(p))]

inote we are assuming instantaneous equilibration
; within the container

Encapsulated History Explode

Individuals:
¢ a container, rigid(c)
e an episode

Praconditions:
(T — Open-Container(c) e)

QuantityConditions:
(M Alpressure(c) end(e)) = (M A[p-burst(c)] end(e))
(M A[pressure(c) during(e)) < (M A[p-burst(c)] during(e))

Relations:
Let EV1 be an event
end(e) = EV1
Terminates(c, EV1)

;Terminates indicates that the object does not exist past
;that particular event

Py

of the container (which is cqual to the pressure of the stcam) can reach the explosion point. In the first case
ther¢ are no active processes, and in the sccond an explosion occurs. We have found one possible disaster, are
there more? To find out, we must go back to the boiling episode and check the indirect consequences of the
changes in amount-of (STEAM),

Consider some arbitrary instant I within the boiling episode. Because the stcam is still in contact
with the water their temperatures will be the same. Since we assumed the container would be scaled when
boiling began, there are no fluid paths hence no fluid flows. Therefore during 1 the only influence on »
amount-of (STEAM) and on amount-of (WATER) is from boiling.  So D [amount-of (STEAM)]=1 and -
Ds[amount-of(WATER)]--L

Because stcam is a gas, there arc several indirect influences on temperature(STEAM) and
pressure(STEAM) (scc figure 19). In particular,
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Fig. 25. Quantity spacce for water temperature

The heat flow is increasing the heat and thus (via 0:°+) .. wzmperature of the water. The lack of ordering

information between the temperature of the source and the boiling temperature Ieads to uncertainty about
what will occur next.

AltmelyWATER)} - -— -~ Altemperature( WA'TER)] --— - —=> Aftemperature(SOURCE))

e = A[t-boil( WATER)]

Fig. 26. amount-of quantity spaccs

ZERO ——- - Aflamount-ofWATER)]

ZERO - - — 5 Aflamount-o{STEAM)]

temperature(STEAM) OEQ¢ pressura(STEAM)
temperature(STEAM) Xq4 heat(STEAM)
pressure(STEAM) g amount-of (STEAM)
pressure(STEAM) Q- volume(STEAM)
pressure(STEAM) <o, heat(STEAM)
Assuming the container is rigid, D [volume(CAN)]=0, and since the spaces of the stcam and watcr arc scparate

and fill the container,

volume(CAN) = volume(WATER) + volume(STEAM)

Since Ds[volume(WATER)]--l. Ds[vowme(STEAM)]-l and Dm[vo1ume(STEAM)]-Dm[vowme(HATER)].

Assume the function that determines pressure(STEAM) is continuous in amount-of (STEAM),
neat(STEAM), and volume(STEAM). ‘Then any particular Df amount-of (STEAM)] and D[ heat(STEAM)], weC can
find a corresponding 0{volume(STEAM)] such that :
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(M Dg[pressure(STEAM)] I) = 0

i.c.. the pressure at the end of 1 will be the same as it was at the start of 1. lct 8 stand for that value of
D{volume(STEAM)]. Then

(M A[volume(STEAM)] end(1)) = (M A[volume(STEAM)] start(i)) + B

is necessary for D [pressure(STEAM)] (O be zero. A fact about stcam is that, at any particular pressurce and

temperature, the volume of stcam is very much greater than the volume of water it was produced from! In B
other words,

Dg[pressure(STEAM)]=0 => D [volume(WATER)]<<Dy[volume(STEAM)]. "

But in fact, 4

Dplvolume(STEAM)]=D,[volume(WATER)], SO D[volume(STEAM)]< [3.

This mecans that (M A{volume(STEAM)] end(1)) will be less than

(M A[volume(STEAM)] start(I)) + S8,

and because

Y V.

pressure(STEAM) “Q— volume(STEAM),

the pressurc of the stcam will be greater than it was, i.e., -

Dglpressure(STEAM)]=1. 3

Since D [heat(STEAM)] = 1, both of the influences on temperature(STEAM) arc positive, so
Ds[temperature(STEAM)] =1,
So far we have discovered that

Dg(pressure(STEAM)] = D [temperature(STEAM)]=1.

Since the water and steam are in contact their pressures will be equal, and since pressure indirectly affects the
boiling temperature, the boiling temperature will also rise. The possible relative rates introduce three cases. If
the boiling temperature is rising faster (0, [t-boi1(WATER)] > D _[temperature(STEAM)]) then the boiling will i
stop, the heat flow will increase heat(WATER) again, the temperature will rise, and the boiling will begin
.1g.'|in.7 In the other two cases (D, [t-boi1(WATER)] = D [temperature(STEAM)] and D[t-boi1(WATER)] «<
0,[tenperature(STEAM)]) the boiling will continue, albeit at a higher temperature and pressure. In all three
cases, the increasing pressure makes A[pressure(CAN)] = A[p-burst(CAN)] possible. in which casc the
container explodes.  The alternatives are summarized in figure 27. To actually determine which of these R
occurs requires more information, but at least we have a warning of potential disaster.

1. Atstandard temperature and pressure, about 220 times greater in fact.

2. The astute reader will notice that this situation gives rise to a cycle of states that corresponds to a rising
cquilibrium rather than an oscillation. Scction 5.1 discusses how to use the equality change law to distinguish
between these cascs.




(LA BE Ml S Bous Sves Mume. aer hemn ves aren i d -
(R A e A s RS - ey o erY re vy Al an “b and
R - ARt Tt M-I Sh i e Mt W T S W TR W R W T W T W T W

< F 2 B

b
4
i Forbus -56- QP theory
:r Fig. 27. Alternatives for scaled container
: Hcre are the process structurcs envisioned for water being heated in a scaled container, gencrated by repeated !
! limit analysis.
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4.3 Modcling motion 1

Onc process we reason about every day is motion. Motion is complcx because it is inumatcly
‘ connected with our concepts of space and shape. Since QP theory only describes the form of qualitative
dynamical theorics. it cannot carry the entire representational burden imposed by motion. After devcloping a b
simple motion vocabulary, we compare the QP descriptions with the carlicr qualitanive state representation in
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:‘ order to illustrate the strengths and weaknesses of the QP model.
4.3.1 A simple motion vocabulary

. Consider a single object moving in one dimension. By ignoring the particular kind of motion it
t cxhibits (FLY, SLIDE, SWING, ROLL) which depends on the particular shape and type of contact with other

U surfaces. we can develop an abstract vocabulary for describing motion.  While very weak, such abstract
descriptions have certain uses == we can deduce that if we kick something but it is blocked. for instance, then it

% will not move, and if we can rule out the most abstract motion possible we have ruled out all the more specific

; kinds.

,! First we will need some simple descriptions of spatial relationships. The symbols 1 and -1 wiu

3 denote distinet directions along some axis, and for some quantity Q

: Direction-Of(<direction>, Q)
is true cxactly when A LQ] cquals the indicated direction. The location of an object is modeled by a quantity

) position, and if there is no immobile object dircctly against an object 8 in dircction dir we say

|

)

[ Free-Direction(B, dir) T
If there is an object in that direction which is directly in contact with it, say ¢, then we say - 1

b -

Contact(8, C, dir)

b
‘ FFinally. when some object ¢ tics along dircction air from object 8, we will say

Direction-Towards(B, C, dir)

Figurc 28 contains the process specifications for motion and acceleration. The motion process
occurs when a mobile object has a non-zero velocity and is free to move in the direction of its velocity (i.e., no

other objects in the way). Motion is a positive influence on position of an object, in that if the velocity is 3

positive the position will "increase™ and if the velocity is negative the position will "decrease”. (The problem ‘ j

ef mapping a quantity space onto more complex gecometric frames of reference will be considered in detail

below)  Acceleration occurs when a mobile object has some non-zero net force in a free direction,

Acceleration provides a positive influence on velocity, and in fact the influence is qualitatively proportional to

the net force and qualitatively inversely proportional to the mass of the object -- the QP version of Newton's - 4

sccond law. .
While this description is Newtonian, Aristotelian and Impetus theories can also be described.! One .

form of Aristotelian motion, for cxampie, can be written as in figure 29.  Here motion only occurs when an : B

object is being pushed. An impetus theory is described in figure 30. Aristotelian theory has the problem of Y

cxplaining what keeps a moving object going once it doesn’t touch anything: impetus theory explains this by
postulating that the push gives an object a kind of internal force or "impetus”. While supcerficially like

1. [McCloskey, 1983] and [Clement, 1983} argue that naive theorics of motion in our culture correspond to
impctus theorics, rather than Aristotelian theories as previously suggested. i
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Fig. 28. Process descriptions of Newtonian motion and acceleration

In this motion vocabulary we have abstracted away the kind of motion occuring (flying. sliding, swinging,
ctc.) and the complexities of motion in more than one dimension. We assume sign values are assigned to
directions along somec axis, with magnitudes indicating distance from some arbitrarily chosen origin,

Process Motion(B,dir)

individuals:
B an object, Mobile(B)
dir a direction

Praconditions:
Free-direction(B, dir)
Direction-0f(dir, velocity(B))

QuantityConditions:
Ap[velocity(B)] > ZERO

Inflyences:
I+(position(B), A[velocity(B)])

Process Acceleration(B,dir)

Individuals:
B an object, Mobile(B)
dir a direction

Preconditions:
free-Direction(B,dir)
Direction-0f(dir, net-force(B))

QuantityConditions:
Aplnet-force(B)] > ZERO

Relations
Let acc be a quantity
acc g, net-force(B)
acc Xq. mass(8)
; The basic QP version of F = m * a
Correspondence((A[acc] ZERO)
(A{net-force(B)] ZERO))
Influences: I+ (velocity(B) A[Acc]))

momentum, impctus kinematics is very different.! Impctus also differs from momentum in that it can

1. In particular, impetus is not a vector quantity. Subjects vary in their beliefs as to the mecans of combination

for impctus: they include rules like "The motion is in the direction of the biggest impetus.” There are other
oddities as well - for example, impetus "remembers” not just the direction of the push but some of the
previous history of directions, so that a moving object lcaving a spiral tube will move in a spiral for a little
while. Sec [McCloskey, 1983] for details,
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Fig. 29. Aristotelian motion

Aristotle theorized that objects required a constant push to keep them going. Note that velocity docs not
have an cxistence independent of the motion process.,

Process Motion

Individuals:
B an object, Mobile(8)
dir a direction

Praconditions:
Free-Direction(B, dir)
Direction-0f(dir, net-force(B))

QuantityConditions:
Ap(net-force(B)] > ZERO

Rejations:
let velocity be a quantity
velocity g, net-force(B)
velocity q. mass(8)

Influences:
I+(position(B), A[velocity])

spontancously dissipate. Compare the dissipation of impetus with the Newtonian model of sliding {riction in
figure 31. Here friction occurs when there is surface contact, and produces a force on the object that is
qualitatively proportional to the normal force and acts in a direction opposite that of the motion. The cffect
of friction occurs indirectly, through providing a force that changes acceleration, rather than directly as in the
impetus theory.

Collisions arc complicated in any theory of motion, because they arc usually described in terms of a
picce of history. We will usc an encapsulated history, as introduced in Section 3.8. The simplest description
of a collision just involves a reversal of velocity, as illustrated in figure 32. As a simplification we have
assumed ¢ is immobile so that we won't have to worry about momentum transfer between moving objects and
changes of direction in more than one dimension. Even our more complicated modcls of collisions appear to
use such cncapsulated histories. such as a compound history consisting of contacting the surface, compression,
expansion. and finally breaking contact. The type of collision -- clastic or inelastic -- that occurs could be
specificd by referring to a theory of materials for the objects involved.
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In impctus theorics of motion, a push imparts "impetus” to an object, An object’s impetus is an internalized
force that keeps on pushing the objeet, thus causing motion.  Motion eventually stops because impetus
dissipates with time,

Process Motion

Individuals:
B an object, Mobile(B)
dir a direction

Preconditions:
Free-Direction(B, dir)
Direction-0f(dir, impetus(B))

QuantityConditions:
Ap[impetus(B)] > ZERO

Relations:
let vel be a quantity
vel g, impetus(8)

Influences:
I+(position(B), A[vel])

Procass Impart

Individuals:
B an object, Mobile(B)
dir a direction

Preconditions:
Free-Direction(B, dir)
Direction-0f(dir, net-force(B))

QuantityConditions:
Ap[net-force(B)] > ZERO

Relations:
Let acc be a quantity
acc mQ+ net-force(8)
acc o mass(B)

Influences:
I+(impetus(B), Afacc])

B T L T e e L L L L L T T T

Process Dissipate

Individuals:
B an object, Mobile(B)

QuantityConditions:
Ap[impetus(B)] > ZERO

Relations:
Let acc be a quantity
Ag[acc] = Ag[impetus(B)]

Influences:
I-(impetus(8), A[acc])

a4
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Fig. 31. Moving {riction in newtonian sliding

Objects have a sct forces-on, whose sum is the net force on the object. Friction is modeled by an
individual view rather than a process because it contributes directly to the force on an object, rather than the
derivative of the foree.,

Individual View Moving-friction

Individuals:
B an object, Mobile(B)
S a surface
dir a direction

Preconditions:
Sliding-Contact(8,S)

QuantityConditions:
Motion(B, dir)

Relations:
Let fr be a quantity
fr @g, normai-force(B)
A [fr] = -Ag[velocity(B)]
fr € forces-on{B)

Fig. 32. Colliding modeled as an encapsulated history
Sometimes all we know about a situation is the particular kind of behavior that will occur. While violating 1
composability, encapsulated histories are the only way to cvolve a history in such cases. This particular 1
Encapsulated History describes a perfectly clastic collision with a fixed object in one dimension.

Encapsulated-History Collide(B, C, dir)

Individuals:
B an object, Mobile(B)
C an object, Immobile(C)
dir a direction
E an event

Preconditions:
(T contact(B,C,dir) start(E))
(T direction-towards(B,C,dir) start(E))

QuantityCondition:
(T Motion(B,dir) start(E))

Relations:
(M Alvelocity(B)] start(€)) = - (M A[velocity(B)] end(E))
(M velocity(B) during(E)) = ZERD
duration(E) = ZERO
(7 contact(B.C.dir) end(E))
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4.3.2 Relationship to qualitative states

Previous work on representing motion used a gualitative state representation for motion [de Kleer,
1975){Forbus. 19814]. an abstraction of the notion of state in classical mechanics. Some of the parameters that
would appear in a classical description of state are represented abstractly -- for example, position is
represented by a picce of space. and velocity by a symbolic heading. While in classical physics the type of
activity is left implicit in the choice of descriptive cquations, the gualitative state representation explicitly
names the type of activity (FLy, SLIDE, ctc). Quualitative states are linked by simulation rules that map a
qualitative state into the set of qualitative states that can occur next. Envisioning using such simulation rules
is simple; given an initial state use the rules to genecrate new states, and repeat until no new states are
gencrated. Figure 33 illustrates a physical situation and the envisionment that results. The envisionment can
be used o answer simple gnestions directly, assimilate certain global assumptions about motion, and plan
solutions to more complex questions. By cxamining the relationship between the qualitative state
representation and the QP representation we will understand both more clearly.

Consider a process vocabulary comprised solely of motion and acceleration. The limit analysis for a
moving object will include only the possibilitics raised by dynamics, such as the acceleration due to gravity
reversing the velocity of a ball or friction bringing a sliding block to a halt. 'The possible changes in process
structure caused by kinematics -- such as the ball hiting a wall or the block flying off a wble - are not
predicted within this vocabulary. To include them would require encoding the relevant geometry in such a
way that it can be moved out of the preconditions into the quantity conditions. To do this, we must first
describe space by a place vocabulary! because we must break space up into distinct picces that can be
reasoned about symbolically. We might then try to use the entitics in the place vocabulary as clements in the
quantity space for position. Then the kinematic changes would be discovered by limit analysis just as the
dynamical ones are.

Unfortunately, things are not so simple. First, we need to introduce an ordering between clements
of the place vocabulary. (This ordering nced not be total; we can usc ambiguity in the ordering to represent
our lack of knowledge about the precise heading of the moving object). For motion in two or three
dimensions this requires specifying a direction, since total orders arc only well-defined for once dimension.
And because we have specified a direction, we now must also specify the place we are starting from, since that
will determine what the ncighbors in the position quantity space are. (Consider walking out your front door
while throwing a ball up in the air. What the ball might hit changes dramatically.) However, this means the
place and direction must be included in the specification of the motion process. If we could sucessfully add
such information, an instance of the motion process in this vocabulary would begin to look like a qualitative
state for the same collection of places and type of motion. The qualitative simulation rules would thus
roughly correspond to a compilation of the limit analysis on this ncw motion vocabulary.

From this perspective we can sec the relative strengths of the two representations.  FFor evolving
descriptions of motion the qualitative state represeniation scems supcrior. because kinematic constraints are
essential to motion. However, simulation rules are an opaque form of dynamics theory -- they do not contain

1. [FForbus, 1981a] describes the principles involved and defines a place vocabulary for motion through space
in a simple domain.
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Fig. 33. Qualitative state description of motion

Consider the ball moving leftwards as depicted below. A qualitative description of space (place vocabulary)
can be computed from the diagram and the possible ways the ball can move given that initial state are

depicted schematically over the places they occur. A detiled description of one state and its relationships
betwecen other states is also shown.

SEQP. FLY Space-Region3 (Left Down)
leads to
PASS Segment12 (Left Down)
COLLIDE Segment3 (Left Down)

S8 (OLLIDE Segment3 (Left Down)
Jeads to
SLIDE/STOP Segment3 (Left Down)
FLY Segment3 (Left Up)
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the assumptions under which they operate.  Thus its “compiled” nature makes the qualitative state
representation inappropriate for very simpie deductions (where only part of a qualitative state is known), or
for more subtle analyses that involve perturbing a system.  In particular, the gualitative state representations
for inotion are not casily composable to form descriptions of more complex systems. The example of section
4.5 iltustrates a more subtle analysis of motion made possible by Qualitative Process theory.

4.4 Modeling materials

L.et us consider what happens when we pull on something.  If it doesn’t move, then its internal
structure is “taking up” the foree (this can happen even if it does move - try hitting an cgg with a bascball bat
- but we will ignore this case). Three things can happen - (1) it might do nothing (rigid behavior), (2) it might
streteh (elastic behavior) or (3) it might break, TFor a push, the object might again do nothing, it might
compress, or it might crumple. We can use the notions of quantity and process provided by QP theory to
state these facts.  In particular, we can express the changes between these kinds of behavior by creating
individual views describing these propertics, introducing new clements into the quantity space for forces on
an object.

The concepts involved with elasticity can be thought of in terms of applied force versus internal
force. 1f the magnitude of the applied force is greater than that of the internal force, then the length of the
object will change. The change in length results in an internal force that will counterbalance the applied
force. ‘Three individual views describe the states of an elastic object, cither stretched, relaxed, or compressed.
Figure 34 iflustrates the individual view for elastic objects and their states. To avoid the complications of
shape and connectivity, we only mode! one-dimensional objects that have a fixed end. By convention, forces
into an ohject (pushes) will be negative and applied forces directed outwards (pulls) will be positive.

Imagine that we apply a constant force to an clastic object (with, say, a robot hand under force,
rather than position, control). An imbalance between internal and applied forces will result in the length
changing. Ixactly what occurs depends on the state of the elastic vbject (stretched. relaxed, compressed), the
sign of the applied force, and the relative magnitudes of the forees (the dependence on the sign of the internal
torce is encoded in the state of the object via the <9 and correspondence.). The four possibilitics are

stretching, compressing, and two kinds of relaxing. These processes are described in Figure 35.

Of course, objects are not perfectly elastic.  If the applied force is very small, objects will often
behave rigidly. 1f oo much force is applied an object can break or crush. The rigidity under small forces can
be modeled by adding another quantity condition o stretching and compressing. For a partially clastic object
the thresholds for compressing and stretching will be called feompress and T, ooon respectively.  The
conditions under which crushing and breaking can be captured similarly by thresholds ferush and foreak’
which are functions of beth the material and the object (1o allow for dependence on the shape). The process
descriptions for crushing and breaking are however more complex than compressing and stretching because
they involve irreversible changes. This requires statements in the relations ficld that explicitly mention time,
turning the description into an encapsulated history rather than a truc process. Much of the information that
must be included concerns deformations of shape and transformations of onc ohjcct into several. As with
kinematics, these issues ate beyond the scope of Qualitative Process theory.

Figure 36 illustrates force quantity spaces corresponding to different kinds of materials. In theory a
taxonomy such as this one could be used for classifying a material by applying forees to it and sceing what
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Fig. M. Descriptions of elastic objects
An clastie object stores encergy in reversible deformations of shape. The basic view of an clastic object relates
the mternal force and length, and the other three views deseribe the states it can be in,

Individual-View Elastic-Object

1 Individuals;:
B an object

Preconditions:
Elastic-Substance(made-of(B))

Relations:
Has~-Quantity(B, length)
Has-Quantity(B, internal-force)
Has-Quantity(B, rest-length)
Dg{rest-length(B)] = 0
internal-force(B) g, length(B)
Correspondence((internal-force(B8) ZERO)

(length(B) rest-length(8)))

Individual-View Relaxed

Individuals: -
B an elastic-object 4

QuantityConditions:
Aflength(8)] = Afrest-length{B)] 1

Individual-View Stretched

Individuals:
B an elastic-object

PR

QuantityConditions:
A[length(B)] > A[rest-length(B)]

________________________________________________ Y
A

. A
Individual-View Compressed o
Individuals: ]
B an elastic-object |

4

QuantityConditions: .
A{length(B)] < A[rest-length(B)] )

)
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Fig. 35.
The continuous changes that can occur to clastic objeets

Stretching, compressing, and relaxing

QP theory

~.«rained by an applicd force are described

below. The individual views of stretehed, compressed, and rehaacd are described in the previous figure.

process Stretching

Individuals:
B an elastic object

Preconditions:
- Position-Constrained(B)

QuantityConditions:
- Compressed(8)
A [applied-force(B8)] = 1
An[applied-force(8)]
> Ap[internal-force(B)]

Relations:
Ltet SR be a quantity
SR X+ (An[applied-force(B)]

- Aplinternal-force(B)])

Influences:
I+(length(B), SR)

process Compressing

Individuals:
8 an elastic object

Preconditions:
- Position-Constrained(B)

QuantityConditions:
= Stretched(8)
A fapplied-force(B)] = -1
Anlapplied-force(8)]
> Ap[internal-force(B)]

Relations:
Let SR be a quantity
SR GQ* (Aplapplied-force(8)]

- Aglinternal-force(B)])

Influences:
I-(length(8), SR)

process Relaxing-Minus

Individuals:
B an elastic object

Preconditions:
~ Position-Constrained(8)

QuantityConditions:
Stretched(B)
Anfapplied-force(B)]
< Aplinternal-force(B)]

Relations:
Let SR be a quantity
SR QQ* (An[applied-force(B)]
- Ap[internal-force(B)])

Influences:
I-(1ength(B), SR)

process Relaxing-plus

Individuals:
B an elastic object

Preconditions:
— Position-Constrained(8)

QuantityConditions:
Compressed(8)
An[applied-force(B)]
< Aplinternal-force(B)]

Relations:
tet SR be a quantity

SR Xq+ (An(applied-force(8)]

- Aplinternai-force(B)])

Influences:
I+(length(B), SR)
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Fig. 36. Materials classified by quantity spaces

Distinct kinds of materials give rise to different quantity spaces because different combinations of processes
can oceur. Phis txonomy should allow a material to be classified by applying forces and observing what
kinds of things actually occur.

Rigid:
' <no processes affecting length>
i Elastic:
- <stretching and compressing apply>
b Breakable:

ZERO < fp gak

Crushable:
ferush < ZERO

Partially stretchable:
ZERO < fgyratch

Partially compressible:
feompress < ZERO

Brittie:
ferush < ZERO < firqak R

Partially elastic:

feompress < ZERO < fgirateh -
Normal:

ferush < feompress < ZERO < fgiprateh < foreak

sorts of behoavior result. In g richer model of materials forces along different directions would result in

ditferent behuvior (such as attempting o bend balsa wood against its grain instead of along the grain) and the 4
cttects of plastic deformation would be included. ’
A classic o conundrunt s to be able to express in some usable form that "you can pull with a string, :
but not push witl it This fuct can be succinetly stated, at Ieast to a first approximation, using QP theory. _ ]
st constder what pushes and pulls are. Both concepts involve one object making contact with another to
pphy force. Reaall that if the ducction of the applied force is towards the object it is a push, and if the . :
direction s away from the objeet then it is a pull. Obviousty a push can occur with any kind of contact, but N ]
pulls cannot occur when two objects merely touch cach other. "4
[ nderstanding how pushes and pulls are transmitted is fundamental to understanding mechanisms. -

For a first pass model. consider the noton of push-transmitters and pull-transmitiers. We say an object is a
push tansmitter i when 1tis pushed, it will in turn push an object that is in contact with it, in the direction
hetween the two contact points. Pull transmitters can be similarly defined. 'This particular set of definitions is

1. Marvin Minsky, personal comimunication
.
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obviously inadequate for mechanisms,? and is only for illustration. Note also that push-transmitters and
pull-transmitters nced not be reflexive relations. Rigid objects are an exceptional case:

V B € object
rigid(B) = (V c4. c3 € contact-points(B)

Push-Transmitter(cy, ¢p)

A Push-Transmitter(c,. ¢q)
A Pull-Transmitter(cy, ¢p)
A Puli-Transmitter(cy, cy))

Strings, however, are more complicated. A string can never be a push-transmitter:

v strin
€ time (T (™ Push-Transmitter(endi(s)., end2(s))

A T Push-Transmitter(end2(s), endl(s))) t))

:

H
(v

But if it is Tayt it can be a pull transmitter:

YV s € string
(VY t € time

(T taut(s) t) => (T Pull-Transmitter{endl(s), end2(s)) t)
A (T Pull-Transmitter(end2(s) end1(s)) t))
Now the problem becomes how to define Taut. As a first pass, let ends-distance be a type of quantity
represcenting the distance between the ends of the string. Then we can define Taut as an individual view:

Individual View Taut
Individuals:
s a string
Quantity Conditions:
- Aplends-distance(s)] < Ap[length(s)]
This model assumes that only the ends of the string contact other objects - it would fail for a rope hanging
over a pulley, for instance. A better model is to divide up the string into segments according to whether or
not that part of the string is in contact with a surface. A string is then taut if cach scgment that is not in

contact with a surface is taut:

V S € string
(V seg € segments({geometry(S)) free-Segment(seg, S) => Taut(seg))

= Taut(S)
This of course ignores the fact that the non-free segments may not be tight, as say for string lying on the floor.
A full definition would also require tension along the cntire string, but we have strayed far enough from
dynamics alrcady.

2. Consider for example a rocker arm corncected to a pivot or two blocks resting on the floor that are ticd to
together by a length of string. In the first case a push will be transmitted in a different direction, and in the
sccond casc it can be transformed into a pull.  Better theories of push and pull transmitters will requice
representing kinematics in two and three dimensions.
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4.5 An oscillator

Dy namical reasoning invohes more than just simulation. By analy/ing the possible behaviors of a
situation we can produce a summary of its behavior and eventual disposition{e.g.. [Forbus, 1981a]). In
classical physics these analvses are often concerned with stability. Here we will examine a simple situation
mvolving moton and materials, ascertain that it is an oscillator, and perturb it to figure out under what
conditions it will remain stable.

Consider the block 8 connected to the spring s in figure 37. We will modecl the spring § as device
satisfying Hooke's law (sce figure 34). Initially we will assume the spring cannot break. To modcl the
position constraint on the spring’s length by being rigidly connected to the block and to sct the origin of
position to the location at which the spring is relaxed, we will assume:

length(S) X9+ position(8)
Correspondence((A(Tength(S)] A[rest-length(S)]) (A[position(B)] ZERQ))

Supposce the block is pulled back so that the spring is extended. Initally we also assume that the contact
between the block and the floor is frictionless. What will happen?
Since initially the spring is extended (i.c.. A{1ength(S)] > A[rest-length(5)]), the spring will exert

Fig. 37. A sliding block
Here is a system we will analyze to determine what it does and how different factors, such as whether or not
there is friction, affect its behavior.,
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a force. This will in turn exert a force on the block which, since the block is free to move leftwards (S is not
immobile), will cause an acceleration. So the initial view and process structures are:

VS: {Stretched(S))}
PS: {Acceleration(B, -1)}

However, Afvelocity(8)] will change from zero in an instant (by case 1 of the cquality change law), su the
process structure will become

PS: {Acceleration(B, -1), Motion(B, -1)}

Since D [position(B)] =-1, by the e above we have D [length(S)] =-1as well, and by the correspondence
in the definition of clastic objects, D [internal-force(S)] =1 as well. The next limit point is rcached when
A[length(S)] = A[rest-length(S)], making S rclaxed instcad of stretched. When this occurs
A[net-force(B)] = ZeRO, thus ending the acccleration. The motion, however, continues. The process and
view structures become:

vS: {Relaxed(S)}
PS: {Mction(B, -1)}

This state of affairs will last but an instant, since position is still decreasing. As the position movces past ZERO
we will have

VS: {Compressed(S)}
PS: {Motion(B, -1), Acceleration(B, 1)}

The only limit point that can be reached occurs in the quantity space for velocity, i.c. A{velocity(B)] = ZERO,
When that occurs the motion will stop, Icaving:

vS: {Compressed(S)}
PS: {Acceleration(B, 1)}

Since acceleration directly influences velocity, this state of affairs will instantly change to:

vS: {Compressed(S)}
PS: {Motion{B, 1), Acceleration(B, 1)}

The conclusion that the next change results in

vS: {Relaxed(S)}
PS: {Motion(B, 1)}

with an instantancous change to

vS: {Stretched(S)}
PS: {Motion(B, 1), Acceleration(B, -1)}

which lasts for an interval and then yiclds

VS: {Stretched(S)}
PS: {Acceleration(B, -1)}

follows in the same way. However, this situation matches the initial situation - the quantity spaces, view and

- process structures, and o s vatues are all the same. Thus we can conclude that an oscillation is occuring. Note
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that the view and process structures must be the same, because in principle the preconditions might have
changed.

Some of the assumptions made m producing the process history can now be perturbed to examine
the cffects of different physical models. For instance, suppose the spring s crushable and eakable, as
detined previously, Then there are imit pomnts around rest-3engeh Sy that cotrespond to th occurrence of
crushing or breaking. It seems crushing must be ruled out by assumption, since the machimery we have
developed so far does not allow us o rule it out via contradiction. We can, however, deduce that the spring
won't break under the conditions above.

If we can prove that the block will go out no further than when it started. then we can claim that it
won't break because it didn't break in the fiest place s requires an energy argument. The enciyy theory
we will use s very simple. There are certan tupes ot quantitios that are erncrgy -quantioes. which are
qualitatively proportional to certamn other quantities and exist whenever they do. Two kinds of encrgy are
kinctic energy and "spring” ¢ncrgy. For every obyect there is a total energy, which s the sum of 1ts energy
quantitics. Figure 38 describes systems and encrgy quantities more formally, and and figure 39 describes
sources, sinks, and conservation laws.

Here the system is the mass and spring combination. At time t1 the block is still but the spring is
stretched, te.,

(M Afvelocity(B)] t1) = ZERO
(M A[length(S)] t1) > Alrest-length(S)]

which means that

(M total-energy(SYSTEM) t1) > ZERO

If energy is conserved and there is no influx of energy, then we know

V t € time
After(t, t1) => — (M total-energy(SYSTEM) t) > (M total-energy(SYSTEM) t1)

This means that the block can only go out as far as it was at t1, since if it ever went out farther we would
contradict the previous statement.
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Fig. 38. A simple energy theory - energy & systems

The predicate Energy-Quantity asserts that its argument is a quantity type representing a kind of cnergy.
Energy quantitics occur as a consequence of objects having particular other types of quantitics. The energy of
a system is the sum of the energy quantities for its parts.

Energy-Quantity(kinetic-energy)
:velocity gives rise to kinetic energy

V 8 € object
Has-Quantity(B, velocity) =>
(Has-Quantity(B, kinetic-energy)
A kinetic-energy(B) x4, m{velocity(B)]
A (A[kinetic-energy(B)} = ZERO
« Afvelocity(B)] = ZERO))

Energy-Quantity(SpringEnergy)
;an internal force gives rise to "spring” energy

V B € object
Has-Quantity(B, internai-force) =
(Has-Quantity(B, spring-energy)
A spring-energy(B) =g, m[internal-force(B)]
A (A[spring-energy(B)] = ZERO
«+ A[internal-force(B)] = ZERO))

ithe total energy of an object is the sum of its energy quantities

V B € object
Has-Quantity(B, total-energy) A Set(energy-quantities(B))
A ¥ q € quantities(B) Energy-Quantity(q) = q(B) € energy-quantities(B)
A total-energy(B) = sum-over(energy-quantities(B))

ithe energy of a system is the sum of the energy in its objects

V sys € system Set(objects(sys)) A (V b € objects(sys) Physob(B) V System(B))
A Has-Quantity(sys, total-energy) A Set(energy-quantities(sys))
A (V B € objects(sys)
Subset(energy-quantities(B), energy-quantities(sys)))
vignore converse case (assume all members must be from some part)
A total-energy(sys) = sum-over(energy-quantities(sys))
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Fig. 39. A simple energy theory - sources, sinks, and conservation

There are several forms of encrgy conservation, some stronger than others. The weakest says that if there is
no inflow then the encrgy never increases, The strongest says that in a closed system the energy is always the
same.

;processes can be sources and sinks w.r.t. a system

V pi € process-instance V sys € system V q € guantity-type
Source(pi. sys. q) =
(3 B C objects(sys) Influences(pi, q(B), +1))
A (3 B € objects(sys) Influences(pi, Q(B), -1))
;define sinks similarly, ignore cross-flows

V pi € process-instance V sys € systeom
Energy-Source(pi, sys)
= (3 q € quantity Energy-Quantity(q)

A Source(pi, sys. q))
A (V g € guantity Energy~-Quantity(q) = — Sink(pi, sys. q))
;energy sinks are defined analogously

;Conservation laws
;local version - each process conserves energy

V pi € process-instance
(3 q1 € guantity
Energy-Quantity(ql) A Influences(pi, ql1, -1))
« (3 g2 € gquantity
Energy-Quantity(q2) A Influences(pi, q2, 1))

;3f you don't kick it it won't get any higher..

V sys € system V i € time
(V pi € process-instance
Energy-Source(pi, sys) =
(V 1, € during(i) (T Status(pi, INACTIVE) I4)))
= — (M total-energy(sys) end(i)) > (M totat-energy(sys) start(i))

;more complex version:

V sys € system V 1 € interval
[(V oi € process-instance
Energy-Source(pi, sys) =
(V I4 € during(i) (T Status(pi, INACTIVE) I4)))
A (V¥ pi € process-instance
Energy-Sink(pi, sys) =
(V I3 € during(i) (T St. us(pi, INACTIVE) I4)))
=> (M Aftotal-energy(sys)] start(i)) = (M A[total-energy{sys)] end(1))

4.5.1 Stability analysis

To further analyzc this system, we must treat the processes that occur as a compound process. We
can start by writing an encapsulated history, including propertics of the objects taken over the picee of history
(a cycle of the oscillator) so defined. We want to perform an energy analysis. so we will include the total
cnergy of the system (total-energy(SYSTEM)) and the maximum length of the spring over a cycle
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{max-length(S)). sincc Tength(S) gives us an indication of "spring encrgy™. We assume the relations for the
compound process include:

max-length(S) X+ total-energy(SYSTEM)

correspondence((max-length(S), ZERQ), (totaVi-energy(SYSTEM) ZERO))
since during cach cycle there will be some time during which all of the encrgy is in the spring. To perform an
energy analysis we must re-write any incqualitics in the quantity conditions in terms of energy, to wit:

Quantity Conditions:
A[total-energy(SYSTEM)] > ZERO

Thus if the total energy of the system ever reaches ZERo during an occurrence of the compound process it will
no longer be active, because the total energy of the system is zero only when the spring is rclaxed and the
block is unmoving. Note that the quantity condition is no longer tied to a particular episode of the
encapsulated history. This means that, unlike the encapsulated histories previously encountered, we cannot
use this one for simulation. Instcad, we usc it to analyze global propertics of the system’s behavior.,

We can use the basic QP deductions on this new description to determine the cornisequences of
perturbing the model of the situation in various ways, Lach perturbation is represented by a process that
influences one of the parameters that determines the cnergy of the system. For example, suppose friction
were introduced into the system. lts effect will be modeled by introducing a new quantity, e-10ss(SYSTEM),
the energy lost during a cycle. Then D [total-energy(SYSTEM)]=-1, and we can deduce, via limit analysis,
that the guantity condition above will eventually be false, and so the oscillation will cventually stop. Suppose
the system is pumped so that its cnergy is increasing (i.c., Ds[tota’l-energy(SYSTEM)]-l). While the quantity
condition above will remain true, the energy will be continually increasing, which mcans the force on the
spring will increase over time (since during part of the cycle the energy is all in the spring, and the spring
energy is qualitatively proportional to the internal force of the spring). If the spring is breakable, then there
will be a limit point in the quantity space for the spring's force that will eventually be reached. So the spring

could break if the system is frictionless and pumped.
Let us examine in detail what happens if the oscillator is subject to friction, but we pump it with
some fixed amount of energy per cycle, as would happen in a mechanism such as a clock. 1s such a system
stable? We will call the energy lost to friction over a cycle e-10ss(SYSTeEM) and the cnergy added to the 1
system over a cycle e-pump(SYSTEM). The only things we will assume about the friction process in the system 1
is that ]
[ Relations:
- e-10ss(SYSTEM) g, total-energy(SYSTEM) ]
correspondence((e-10oss(SYSTEM), ZERQ), (total-energy(SYSTEM), ZERO)) 1
o
3 Inflyences: .
I-(total-energy(SYSTEM), A[e-105s(SYSTEM)]) 1
The loss being qualitatively proportional to the energy is based on the fact that the energy lost by friction is )
[ proportional to the distance traveled, which in turn is proportional to the maximum length of the spring, ;
which itself is qualitatively proportional to the encrgy of the system, as stated above. '
i The lower bound for the energy of the system is Zero, and an upper bound for encrgy is implicit in ;
{ the possibility of the parts breaking. ‘The result, via the o) statement above, is a sct of limit points on the ;
[ <4
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quantity space for e-1oss(SYSTEM). If we assume e-pump (SYSTEM) is within these limit points then there will
be avaluc for total-energy(SYSTEM), call it e-stable(SYSTEM), such that:

. Y t € cycle
(M Altotal-energy(SYSTEM)] t) = (M Afe-stable(SYSTEM)] t))
t' => (M A[e-loss(SYSTEM)]) t) = (M Ale-pump(SYSTEM)] )

- Note that e-stab1e(SYSTEM) is unique because <y is monotonic. If the encrgy of the system is at this point,
the influences of friction and pumping will cancel and the system will stay at this energy. Suppose

- (M A[total-energy(SYSTEM)] t) > (M A[e-stable(SYSTEM)] t)
"‘ over some cycle. Then because the loss is qualitatively proportional to the encrgy, the energy loss will be
f greater than the energy gained by pumping, i.c.. D [total-energy(SYSTEM)]=-1, and the cnergy will drop

until it reaches e-stable(SYSTeEM).  Similarly, if totai-energy(SYSTEM) is less than e-stable(SYSTEM) the
influence of friction on the cnergy will be less than that of the pumping, thus D [total-energy(SYSTEM)]=1.

This will continue until the encrgy of the system is again cqual to e-stabte(SYSTEM). Thercfore for any
( particular pumping energy there will be a stable oscillation point, This result is actually a qualitative version
of the proof of the existence and stability of limit ¢ycles in the solution of a differential equation. It is
surprising just how little information about the system we needed to draw these conclusions, and it will be
interesting to see what other results from the classical theory of differential equations can be derived from
qualitative infonmation alone.
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S. Further conscquences

The concepts of Qualitative Process theory provide a representational framework for a certain class
of deductions about the physical world. fn this section we examine the consequences of this framework for
some “higher-level” issucs in common sense phiasical reasoning. Several of these 1ssues arisc in recasoning
about designed systems, while others cover inore gencral topics.

5.1 Distinguishing oscillation from stutter

As we have scen. envisioning -- generating all the possible behaviors of a system - can be performed
hy repeated it analysis. The result is a linked graph of sitwatiens, which can be traversed to form any of the
pussible histories tor the objects that compnise the system. In walking this graph we may find a tenninal state
(either hecause the situabion is quicscent, because we do not know how to evolve a hastory past a certain kind
of event or because we simply haven’t bothered) or we might find a loop. A loop must be summarized if we
arc 1o get a fimte description of the system’s behavior. There are several ways 1 produce such summaries. In
same systems the major regulanty s spatial. i which case we would produce descriptions like “the ball is
bouncing around inside the well"[Forbus, 1981a). Another type of concise sumimary is possible when a
system 1s oscillaung. since there is a pattern of activity that occurs over and over again.

While oscillauon in the physical system results in loops in the cnvisionment, there are other
circumstances that give rise o loops as well. Consider the situation illustrated in figurc 40. Initally there are
two flows. onc from A to B and the other from B to ¢. What can happen? Limit analysis reveals three
alternatives. corresponding to each of the flows stopping individually and to both ending simultancously (sce
figurc 41). In the cases where one flow stops before the other, the flow that continues will decrease the
amount. and hence pressure. so the other flow will start again. These cycles of activity do not corrcpond to
physical oscillations: they are an artifact of the qualitative physics. A better description of this behavior is that
the change in level "follows™ the other change. In other words, we have a decaving cquilibrnium. We will call
the behavior represcented by these degencrate cycles switer. How can we distinguish stutter from true
oscillation?

Physically an oscillation requires that the system have some form of incrtia or hysteresis. This means
that, at least for some part of the system, when the causc of the change stops acuing. the change will continue

Fig. 40. Three container example
Suppose we have three containers partially filled with water and connccted by pipes, as shown below. If we

assume the water moves slowly, what can happen?
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Fig. 41, Stutter in fluid flow

This graph of transitlons between process structures contains two cyeles, neither of which correspond 1o
physical vscillations. For simplicity, we ignore the possibility of the contained liquids vanishing as a result of
the flows.

19 WA WH NC?
PS  {riua-Tiow(wA. wB. P1). Hu..‘ flow(wB. WC,
\L
wa'll = ar pnes<ure
?U‘j = Afpressure(
4
zaéyg;é:::qu}} = Afpressure(W8)] gg £ Sureéuﬁ )] = Alpressure(w()])
oasbiootwR . we. P2)) P35 ' Lo tiow{wa. wB. P1))
e
i !
i,
AT rar.lie WAV AT 3
T )dh e V] {pressure(wd)) llls‘: clhre-;; 'Pé > Alpressure{wC)]
{8 ounasfiowiwa, WBL Pl fluid-flow(WB. WC, P2)) PS. quuu TIOw WA Wl P1), flurg-flow(Wd, WC, P2))

for a while afterwards. A rcal oscillation will therefore include process episodes that last over an interval of
ume, whercas stutter -- a kind of "mythical oscillation™ -- will only includc process episodces that last but an
instant.

Fortunately the equality change law provides a way of distinguishing these cases. In the previous
transition diagram, for example. the transitions marked with an "i" wke place in an insant. Therefore we
have twoanstances ot stutter, corresponding to the two fluids participating in a decreasing equilibrium.

A simular phenomena occurred in the bailer model presented carticr {secuion 4.2). Figure 42 depicts
the envistonment. Note that if t-pcr1(waTER) riscs faster than temperature(wATER) the boiling will stop.
Since thrs chunee in the incquality relationship between the quantities is a change from cquality, by case 1 of
the equalits change Liw e will occur i an mstant. This in turn means that ¢-pe1 1 (WATER) was only influenced
tor an instant,. When the boding stops oniy the heat flow 18 acting. so temperature(WATER) will rise, and thus
by case 2 of the equality change law the return o equabity will oceur in an instant. Therefore this cycle 1s an
mstance of stutter as well, corresponding to a nising cquilibrium.

Being able o distingursh stutter from oscillation means we can write rules that summarize the
process histon . For example, when stutter occurs we can note the o, values tor the quantties mvolved and

assert that one hind of change s "lollowing™ another, a decosing or nising eguinhbrium. Informal observatons
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Fig. 42. Stutter in the hoiler example
The temperature and pressure will be continuously increasing in the boiler, but unless the changes in the links

marked "1” are recognized as occuring in an instant, the system will appear to be oscillating.
PS. {heat-flow}
%g iﬁéﬂT“ER?éaﬂe‘“"E"’] * Aftemperature(SOURCE)] %g: A Aemner‘tar9g¥?ia§)a = Aft-DOVI(WATER)]
FS PS heat-flow. bo111ng)

e

LH A"anoun’-’:f WATER)] = ZERO
B Jhan 1EA
g Mheat - 1uu)

2

H AT terperat  re(WATER = Aftenperature(SCURCE
tgaﬁl gftamau )] {tenperature( )]

AE ress
{CAN .
&-olosu

%g' AN}] = A[p-purst(CAN)]
PS.

LH ArtenoernturegwAT R)] < A[t-bo3Y1(WATER)]

[ CAN, WATER, STEAM)

PS: {heat-flow)

LIi: Altemperature{WATER = A(temperature(SOURCE

Is- fg“: SATERTSLYEARS)] - Altemperature( NN

suggest tat novices in a domain often confuse stutter and oscillation, and even experts who describe the
situation as a decaying or rising equilibrium are able to reconstruct the view of stutter as an oscillation. These
nforinal vbservauons need to be examined in the light of empirical data, but if truc it may be useful in testing
QP theory as a psychological model.
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5.2 Causal Reasoning

We use causality to impose order upon the world. When we think that "A causes B, we believe that
it we want B to happen we should bring about A, and that if we see B happening then A might be the reason
for i Causal reasoning s espectally important for understanding physical systems, as noted in [Rieger &
Girinberg. 1977]0 [de Kleer, 1979]. Exactly what underlies our notion of causation in physical systems is still
something of a mystery.

Consider the representations used in physics. Typically equations are used o express constraints
that hold between physical parameters. A salient feature of equations is that they can be used in several
different ways. For example. if we know x « a + 8, then if we have A and B8 we can compute X, but also if we
have x and A we can compute 8. It has been noted that in causal reasoning people do not use cquations in all
possible ways [diSessa, 1983][Riley, 1981]. Only certain directions of information low intuitively correspond
to causal changes. 1 propuse the following causal directedness hypothesis:

Changes in physical situations which are perceived as causal are due to our
interpretation of them as corresponding either 1o direct changes caused by processes or
propagation of those direct cffects through fiunctional dependencies.

This section will attempt to justify that hypothesis.

First, I propose that causality requires some notion of mechanism.! Imagine an abstract rectangle of
a particular length and width. If we imagine a rectangle that is longer, it will have greater arca. There is no
sense of causality in the change from one to the other. If however we imagine the rectangle 10 be made of
samie elastic material and we bring about the increased length by stretching it then we are comfortable with
saving "the increase in length causes the arca to increase™. QP theory  asserts that processes are the
mechanisms that directly cause changes. The quantitics that can be dircctly influcnced by processes are in
some sense independent parameters. because they are what can be directly aftected. All other quantities are
dependent, in that to affect them some independent parameter or set of independent parameters must be
changed. This suggests representing the relationships between parameters for causal reasoning in terms of
functions rather than constraint relations.

Some examples will make this clearer, as well as emphasizing that the point is not academic. In
generating eaplanations of physical systems, it is often useful to characterize how the system responds to some
kind of change (this variety of qualitative perturbation analysis was imvented by de Kleer, who calls it
Ineremental Qualitative Analvsis. abreviated 1Q). One way to perform 1Q analssis is to model the system by a
constraint network, in which the relationships are maodeled by “devices™ that contain local rules that enforce

Lo Inas most general form, this proposal is not new ([Bunge. 1979] surveys various proposals concerning the
natre of crosahity ). For example, [Heise, 1975 proposes operators as a mechanism that underlies all causal
relations, the proposal presented here s more specific.,
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the desired semantics.? The values of quantities are modeled by the sign of their change - increasing.
decreasing, or constant. To perform an analysis, a value corresponding to a hypothesized change is placed in a
cell of the constraint network representing the system. The rules associated with the constraint network are
then used to deduce new values for other cells in the network. The propagation of information modecls the
propagation of changes in the system. with dependency relationships between the cell values corresponding to
causal connections.  For example, if the valuc of ccll A was used to deduce the valuc of cell B, we would
interpret this as "The change in A caused the change in B". Figure 43 illustrates fragments from two

Fig. 43. Constraint representation of relationships

In the constraint networks below, the boxes (cells) denote quantitics. The relationship between the
parameters is expressed by a multiplier constraint conncecting them.

(a) is drawn from the modcl for a picce of "stuff” uscd to represent a student’s understanding of heat
cxchangers.

(b} is drawn from a modcl of a kidney to be used in explaining the syndrome of inappropriate secretion of
ant-diarrctic hormone (SIADH),

Correct causal argument: "The increasing heat causes the temperature to rise”
Incorrect causal argument: "The increasing heat causes the amount of fluid to rise”

(a)
Amount-of(stuff)
|
Heat(stuff) ‘ * ‘
_L Tempecrature(stuff)
b
(b) . Concentration(Na, Solution)
Amount-of(Na, Solution) *L—L.‘
Amount-of(Solution)

2. These examples are drawn from systems implemented in CONLAN [Forbus, 1981c), a constraint
language. The graphical notation for constraint networks is similar to logic diagrams. ¢xcept that "terminals™
are given cxplicit names and the "devices” are mult-funcuonal.  The technique descnibed here is a
simplification of de Kleer's algorithms. which are more subtle.  However, the modcls m [de Kleer, 1979]
sometimes used directonal nules rather than constraint laws, although no theoretical critena was provided for
selecting which dircetion in a constraint law s appropriate for causal reasoning,
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different models.® The top fragment states that heat is the product of the temperature of the "stuff and the
amount of st and the bottom fragment is the definition of sodium concentration in a solution.

In building a causal argument it 15 possible to reach an impasse - a quantity receives a value, but no
further values can be computed undess an assumption is made. ‘The safest assumption is that, unless you know
otherwise, a quantity doesn’t change.  The problem lies in determining which quantity to make the
assumption about. Suppose we asstime that the amount of staff is constant. Then we would conclude that an
increase i heat causes an increase in temperature, which makes sense. However, suppose we assume instead
that the temperature remains constant.. We are left with the conclusion that an increase in heat causes the

amount of stutf o decrease! Barring state changes, this does not correspond to our ideas of what can cause
what. In the second fragment the problem is more serious - increasing sodium will cause the amount of water
o merease, if the rest of the kidney is working as it should! "l'o do this requires a complicated feedback
mechanism that is triggered by detecting an increased sodium concentration, not by the definition of
concentration itself,

The problem lies in the ontological impoverishment of the constraint representation. Temperature
and concentration are not directly influenced by processes (at least in most people’s naive physics) - physically
they are dependent variables, and thus are not proper subjects of assumptions. Amount of swiff, on the other
hand. can be directly affected. so assuming it does not change will avoid generating ill-formed causal
arguments. Figure 44 illustrates.

Of course, the proper assumiptions to make concern what processes arc active and how influences are
resohved. Tfwe do not explicitly represent processes, we can only assume facts about quantities. If we assume
a quantity is constunt and later discover that assumption is wrong, we are left in the dark about why that
assumption was wrong, For example, if the amount of stuff turns out not to be constant, we can look for fluid
flows o state changes to explain why itisn’t. Since processes tend to have more thian one effect, there is some
chance that the contradiction can lead to discovering more about the system rather than just being a bad
gucss.

3. Fhese model fragments are drawn from an attempt to implement the model of a student’s understanding
of a heat exchanger (deseribed in [Williams, et al, 1983]) and an carly version of the kidney model described
in {Asbell, 1982).
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Fig. 44. Model fragments with possible proceses -
Here are the models from the previous figure with the quantitics annotated with the (likely) processes that 1
might affect them. Note (hat certan quanutes (temperature, concentration) cannot  be directly changed.
These are dependent quantitics, and should not be the subject of assumpuons in building causal arguments.

Heat-Flow Fiuid-Flow
l Y .
(a) l Amount-of(stuff) L
|| 1
Heat(stuff) ‘ *
Temperature
() Concentration(Na, Solution) 1
Amount-of(Na, Solution) *-
Amount-of(Solution)
T T :
Dissolve Fluid-Flow
5.3 Quulitative proportionalities revisited 1

The previous section proposed that functional dependence is central to the kind of "incremental”
causality that pcople find uscful in reasoning about the physical world. As discussed previously, developing a
theory of observation should be a goal of naive physics. On¢ usc of observation 1S 0 interpret measurements
in terms of theories ([Forbus, 1983b]). but another role for observation is in developing physical theories.
Whilc this problem has been studied before (c.f. [Langley, 1979)). the target representations have becn
cquations. As a result he learning procedure has relied on numerical data and cannot build theorics around
weaker information.  Learning constraint laws also differs from learning causal connections.  As noted
previously. un equation carrics only part of what we know about a domain. Constructing a learning theory for
physical domains will require ways to fearn process descriptions and causal connections.

PO Sy S s |

" 3

Onc wav to lcarn about a system is to “poke™ it und see what it docs. The observed behavior can be :
used to make conjectures about causal connections between the parts of the system. and further cxperiments R
. v . -
can be made to test the conjectures.  This requires some notaton to express the local causal connections )
R

conjectured on the basis of these simple observations. Tlus requirement helped motivate the definition ofcxo

(sce Scction 2), which asseres that a functional dependence cxists between two quantitics.  1f whenever
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paramceler A in a system is increased parameter B increases, the result can be expressed as:

B @y, A
A physical explanation for the dependence comes from writing the “q within the scope of a predicate, an
individual view, or a process.

More powerful statements about a system or domain will require extensions ofoco. To sce what is
involved, consider the analogous situation of Icarning how an old-fashioned typewriter works.! If the space
bar is pushed, the carrtage will move to the left. This s analogous to the kind of statement that can be made
with e But lots of other things can happen o move the carriage, including all of the letter keys. Thus it
would be uscful to be able to state that we know all of the potential influences (at least, within the current
grasp of the situation) on some particular parameter. Suppose also that we just wanted to move the paper up
without changing anything clse. The return bar would move the paper up, but before doing so would return
the carnage to the right. Being able to say there are no (known) intervening parameters is then also a uscful
ability.

To see how these notions can be expressed, consider the collection ()fcco relations that hold at some
instant in time. For any quantity, the o statements relevant to it can be thought of as a tree with the
dependent quantity at the root and the "independent™ quantitics at the leaves. A plus or minus denotes the
sense of the connection (whether or not it will reverse the sign of the change in the input). ‘Thus

Q *q 01
only specifies that  is on some branch "above” Q,.

Figure 45 illustrates such a dependency tree. Supposce we are trying to cause Qq to change. If we
don’t want to change g,. then Q4 0r Q are our only choices. We need a way to express that (at least within our
knowledge of the situation) there are no intervening parameters. To say this, we use
ay-immediate(Qq. Q1)
which ¢an be modified by + or - as before. oco-immcdiatc adds a single link to the tree of dependencies.
Another problem is to find all the ways to bring a change about, or 1o prove that changing onc thing won't
cause a change in some other quantity of interest.  We do this by stating that a particular collection of
quantitics together "closes off™ the tree -- there will be exactly one quantity for cach branch. Our notation
will be

xg-all(<quantity>, <plus-set>, <minus-set>)
which micans that there is a function which determines the quantity, relies on the quantities in the two sets
solely. is strictly increasing in its dependence on the quantities in the plus-set. and is strictly decreasing in its
dependence on the quantitics in the minus-set. 1t a quantity is not mentioned in a oro-ull statcment, then
cither (1) it is irrelevant to the quantity of interest, (2) it depends on some quantity in the ch-all stalcment
(above the slice of the tree it represents), or (3) some quantity in the mo-all statement depends on it. By ruling

1. “This is not proposed as a scrious example because the quantity  definitions and <4 would apply only in
somgc very abstract sense.
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Fig. 45. A tree of functional dependencies
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out the other two possibilitics, independence can be established.

As a rule x, statements will not hold for all time. In the typewriter analogy, imagine the carriage at
the end of its travel - Hitting the space bar will no longer result in movement. More to the point, consider Q
given by:

Qo = (3 -b*Q) *Q
Note that:

if

>b * Q2, Qg g+ Q4

=0 % Q. 70 X0

<b* Q. Q %g- O

In the casc of cquality, Q and Q, are not related at all, and in the other two cases the sign of the function
connecting them is different. Thus the collecton of x, statements that are wuc for a system can vary as a
function of the values of the gquantities, which is why they usually appear within some individual view or
process. The ideca of a mode of a sysiem in “real™ physics roughly corresponds to particular process and view
structurces which hold during the system’s operation.

5.4 Differential qualitative analysis

The idca of a comparison in 1Q analysis suggests a complementary qualitative reasoning technique.
IQ analysis concerns the refationship between two situations, one of which is the direct result of things
happening in the other. Another case of interest concerns situations that arc just slightly different from one
another -- an "alterpate world” interpretation.  For instance, we often have an idca of the different
conscquences that would result if something were changing a bit faster -~ if we put the heat up on the stove
the water in the kettle would boil sooner, and if our amrm were quicker the senve would have been returned.
Such inferences are essential in debugging and monitoring execution of plans that involve physical action, and
In performing sensiuvity analyses o evaluate a proposed design.  The language nceded 1o express such
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conclusions is in part the same as that used in 1Q analysis -- amounts arc cither the same, increcased, decreased,
or indeterminate as compared with the old situation.  Answering these kinds of questions will be called
differennal qualitative analysis.,

I.ct us consider a situation S, If we can get a new situation s, by changing a single ordering in S, or
by changing the status of a single process or view instance in s,. we will call s, an alternate of s,. There are
two kinds of changes that may occur as a result of perturbing §,. The first kind are changes in quantitics, as
noted above. Sccond, the process history for the situation itself may change, apart from any changes made to
define s, in the first place. An example would be punching a hole in the bottom of 4 kettle, which could let
all the water drain out before it it boils. Fven changes in orderings can lead to further changes in the histories
of the individuals involved -- c.g., if we reduce the intensity of a flame but still turn it off in five minutes,
boiling may not occur.

F.et DQ(q, S, 52) for some number n be the sign of the difference between two alternate situations
s,ands,. Then the incquality order between them defines DQ valucs, as follows:

(M nS;) > (MaSy) < DQ(n, Sy, Sp) = -1

(M nSq) < (MnSy) « DQ(n, Sq, Sp) = 1

(M n Sl) - (M n Sz) had DQ(ﬂ. Sl' Sz) - 0

The incquality orderings for instants must of course be extended to apply over intervals. For equality this is
simple:

V nqy, np; € number V i € time

(M ng i) = (M ny ) = ¥V iy € during(i) (M ny i9) = (M ny 1)
For the other cases the choice is less clear. The strongest version of greater-than is having it hold over every
instant in the intcrval:

Vay. n, € pumber, i € interval
(M nl i) > (M nz i) =
(V iq € during(i) (M nq iq) > (M np 14))

however, the following will also suffice:

V Ny. N, € pumber, i € interval
(M ng i) > (MNy i) =
[(3 iy € during(i) (M Ny iq) > (M Ny iq))
A (VY iq € during(i) T (M Ny i9) < (M Ny 19))]

A version of < for intervals may be similarly defined.

An episode in a parameter history has several numbers associated with it. The relationships between
these numbers allow new DQ values to be determined. “The first number is rate, e.g.. the o of the quantity
the parameter history is about.  The sccond number is the duration of the interval associated with the
episade. ‘The third number is the difference in the value measured at the beginning and end of the interval,
which we will call the disrance.

How are these numbers related?  Intuinively we know that if the rate increases or decreases, the
duration of time will decrease or increase, or the distance the value moves will increase or decrease for the

same duration. Imphcit in this simple intuition is the restriction that the rate is constant during the interval,
i.c.. that the function defining the change of the quantity is lincar and time invariant. ‘This often is not the

<

A ahads

bl b oA

|




FForbus -86- QP theory

case, so we must require that cither the beginning or the end of the two episodes being compared are the
same. If we apply DQ analysis only to alternate situations as defined above this restriction will be satisfied.

With these assumptions, the DQ value of the distance is just the product of the DQ values of the rate
and duration. Thus we can draw conclusions such as "If the rate is higher then over the same time the
distance traveled will be greater.” and "I the duration is shorter and the rate is the same then the distance
traveled will be less.™ “These inferences are illustrated in figure 46.

The direct historical consequences of these changes can be characterized by their effects on limit
analysis.  Consider a collection of guantity hypotheses for a p-component.  Recall that cach hypothesis
concerns a possible change in state. brought about by non-zcro D, values that cause changes in quantity
conditions. Supposc a particular quantity hypothesis is chosen as representing what actually occurs.  ‘This
means the change it stands for happens before the changes represented by the other hypotheses. If in an
alternate situation this hypothesis has an incrcased duration (a DQ value of 1) or onc of the other limit
hypotheses has a decreased duration (a DQ value of -1), then in fact a different change could occur. Once
again, the weak nature of our information prevents us from actually deciding if a different change would
occur -- but we at least know that it is possible in these circumstances.

Fig. 46. Differential qualitative analysis
Differential qualitative analysis answers questions about how a situation would change if parts of it are
perturbed.

;dafinition of distance
V S € episode distanze(Q, S) = (M A[Q] end(S)) - (M A[Q] start(S))

Suppose we have alternate situations Sy and S, with a
quantity Q in both of them.

DQ[distance(Q, S). Sy. Sp] = DQ[rate(Q. S). Sy, Sp] * DQ[duration(S). S9. Sj3]
Then assuming time(start(S;)) = time(start(Sy)).

DQ[rate(Q. S). Sy, Sp] = 1 A DQ[duration(Q)., Sy, S3) = 0
= DQ[distance(Q, S), Sy, 5] =1

0Q(rate(Q. S). Sy. S,) = -1 A DQ[distance(Q, S)., Sy, Sp] = 0
= DQ[duration(S), Sq. S3] = 1

i.e.. "If N is going faster then it will get farther in the same time" and "If N
is going slower ,t will take longer to go the same distance."
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5.5 Measurement interpretation

qﬁ‘.' N

One role of a naive physics is to provide explanations for observed cvents. A particularlv siinple
form of this problem is to interpret the changes one sces when taking a quick look at a system. explaining
observed parameter changes in terms of the processes that cause them. Consider the three containers

(] illustrated in figure 47. 1f we see that the level of water in G is dropping. then there are several possible
cxplanations, but if we also note that the level in f is dropping as well, then both changes must be caused by
- water flowing from f to 6 and then from 6 to W (assuming we know all the pipes there are and that liquid flow
- is the only kind of process that can occur). Here we will present a theory of measurement interpretation that
_ solves this class of problem. Appropriate notions of mcasurement and interpretation are defined, including
;e an account of crror due to limited resolution.  Design considerations for interpretation algorithms are
: discusscd. although a description of the implemented algorithm is postponced until chapter 9.

5.5.1 Mecasurcments ]

First we must specify what kinds of things can be observed in principle and then add further
conditions to specify what can be observed in fact. We start by assuming that a collection of individuals is
known. The closed world assumption that these individuals are the only (relevant) individuals is called the
armchair assumption. We will also assume the existence of a partial decision procedure for determining A
whether or not relationships defined outside QP theory (such as Fiuid-Connection) hold. in order to confirm
preconditions. To state that we have ascertained whether or not a fact is true via observation, we will write:

g

P

Observed(facrs, <ime>, M)

where A is the instrument (such as our cyes) used in the obscrvation.
Within the QP ontology, the kinds of facts that can be observed are incqualities, the values of signs,

e

Fig. 47. A mecasurement interpretation problem
Supposc we sce the level of water in 6 dropping. What could be causing that? What could be causing the
level of water in 6 and in f to drop?
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and occurrences of processes. We will say

Observable(Q, B, Af)

when quantity (or part of a quantity such as its D) Q of object B can be observed with instrument A.
The criteria for a type of process being observable often reduces to the observability of a particular ‘

kind of quantity and the uniqueness of that process (with respect o the reasoner’s process vocabulary) in

influencing it. A change in position, for example, is by definition the result of motion. Thus whenever we sce

achange of position we are seeing the result of a motion process. A process may also be observable because it

produces sume other observable effect, such as bubbles which exist in turbulent flow and boiling. In cither

te case, we will say

)

T WAPREPOR S L )

hentdien,

[ Observable-PI(PI, Al)

if P1 can be observed to be active or inactive with instrument M. We will say

Measured(Q, B, t, M, caue) 4

,
\ o when imcasuring @(8) with Af at (during) tine t yiclds the value given. In keeping with the quantity space .
representation, measuring a number or magnitude yiclds an incquality and measuring a sign yiclds one of -1, )
0, or 1. For example, the statments ]

Measured(Ag[pressure], WA, ty, M, 1)

‘q Measured(A[pressure], WA, t;. Af, A[pressure(WA)] = A[pressure{WB)])
. 9
hf . say that the pressure of wa was measured to be greater than zero and cqual to the pressure of we at time ty.
= Mecasuring derivatives will be discussed shortly.
t- - We wish to consider a wide varicty of instruments as measuring means, such as cyes and gauges. A
comprchensive theory of crror lics outside the present discussion, but modcling the potential for error due to )
i. limited resolution is straightforward. The essence of the limitation is that when two things are "very close” a 4
i particular Af might not distinguish them (for signs, we are sceing if the number is "very close” to the special »'
value zero). For cach measuring means, object, and quantity type, let there be a function omin such that two ]
values are considered distinguishable if and only if the magnitude of their actual difference is greater than 4
4
omin. In other words, E
_——
- Distinguishable(Q. B, Q1, t. M) )
« m{(M Q(B) t) - (M Q1 t)] > Omin(Q, B, M) >
omin will be chosen according to the particular physics and instrument being modelled; this particular form is ]
chosen for simplicity.! A measured equality might be wrong duc to limited resolution: f
]
K
1. In particular, this form of omin is simpler than just noticable difference in psychophysics, hecause the latter A
also depends on the value of the quantity. A taxonomy of possible forms for omin is outside the scope of this -
discussion. )
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Measured(Q. B, t, A, (= Q(8B) Q1))
= [(MQ(B) t) = (M Q1)
V — Distinguishable(Q, B, Q1, t, Af)]

and if we measure a difference, then there really is a difference:

Measured(Q, B, t. M, (> Q Q1)) =
[((MQ(B) t) > (MQ1t)
A Distinguishable(Q, B, Q1, t, A)]

A similar statement can be made for <. In measuring signs we are examining incqualitics with Q1 = ZERO, so
lack of resolution will show up as a sign value of 0.

Mecasuring change is particularly important. First consider changes ‘n a quantity over some interval,
We must distinguish the values of the same quantity measured at two different times, so the relation we are
looking for depends on the quantity type, the object, the measuring means, and an interval. We will say

D-distinguished(Q, B, I, M)

(read "differentially distinguished™) exactly when

m[(M Q(B) start(I)) - (M Q(B) end(I))]
> Omin(Q, B, M)

Since we arc using Allen’s ontology for time, an instant is simply a very short interval. Thus our criteria for
observing changes over intervals can serve for measuring derivatives. However, capturing lack of resolution
becomes more complicated:

Measured(Ds[Q]. B, I, M, 0)
= (V t € during(I) (M Ds[Q(B)] t) = 0)
V — D-distinguished(Q, B, I, M)
V 7 Constant-Sign(D[Q(8)]., I)]
This axiom says that if we measure the change of a quantity over an interval and find it constant, then cither it
really isn’t changing (i.c., Dy value of 0), it is changing too slowly to be distinguishe * , our instrument M, or
it has been changing faster than we can measure. Even when the measured value is non-zero, the sign may

not have been constant over the interval:

Measured(Ds{Q], B. M, I, <1 o -1))
= [(V t € during(I) (M Ds[Q(B)] t) = <1 or ~1))
V T Constant-Sign(D[Q(B)], I)]
A D-distinguishable(Q, B, I, M)
Like the zero case, this axiom states (via the dis .. ction) that we cannot tell if the quantity was changing
rapidly during the interval. However. it also says wat if we do measure a non-zero 0, value, then the change
really is distinguishable. The extension of distinguishability to intervals of non-zcro duration allows us to say,
for example. that while we cannot immediately see the effect of evaporation on the level of water in a glass, if

we fooked longer we could.
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5.5.2 Interpretations

An interpretation must explain what is causing the changes that arce occuring (including the special
case of nothing changing). In QP theory processes are the only causes of changes, so an interpretation will
include assumptions about the status of the process instances that occur between the individuals. Since more
than one process can intluence a quantity, interpretations must also include assumptions concerning influence
resolutions, An interpretation must be internally consistent, externally consistent, and sufficient. Internally
CONSISIENE MEANS an iNCrpretation assigns al most one status Lo any process instance and at most one o value
o amy quantity. Externally consistent means that the status assignments and 0 values assigned are consistent

with the measurements. Sufficient means that every measured D value is explained.!

Some additional structure on interpretations will prove useful. A wnit cause hypothesis (abreviated
UCH) s o partial interpretation that forces the assignment of a particular D value to be consistent with its
measured value. Any interpretation which satisfics the three criteria above will be a collection of UCHs, one
fur cach b, measurement, that is internally consistent. ‘T'he p-influencers of a quantity is the set of process and
view instances that can possibly influence that quantity, directly or indircctly. The influencers of a UCH is the
subset of the prinfluencers that are active in that UCH, In addition to the status assumptions that determine
the influencers, a UCH with contiicting influences must include an assumption about their resolution. As
noted above, for direct influences this will take the form of an incquality between (perhaps sums of) the
influences.

5.5.3 Computational issues

There are two possible ways to organizc the scarch for interpretations. One way is to scarch through
the possible UCH's for cach measurement t find a globally consistent collection,  Finding the possible
UCH’s for a quantity is simple. ‘The sct of p-influencers can be computed from the process descriptions
associated with the process instances, and cach possible subsct of influencers can be checked to see if it can be
resolved consistently with the measnred value. However, the potential number of UCH's can be quite large.
Suppuose we measure a quantity and find it is increasing. Then if we have p process instances that can provide
a positive influence and v that can provide a ncgative influence, there are

(2P - 1) - (2
possible UCHSs. In practice this number will actually be much smaller, since the process instances are usually
not inacpendent. For example, a fluid path cannot have flows going in both dircctions at once because their
quantity conditions would conflict. Also, the number of consistent interpretations will almost always be much
smaller than the product of the number of UCHS since processes typically influcnce more than one quantity,
providing mutual constraint. These facts suggest that we organize the scarch around the space of status
assighments to process instances instead.  1f we wish & roral interpretation we can use the entire collection of

L. By contrast, an interpretation in de Klecer's QUAL [1979] is a collection of device states and incremental
changes in quantitics, the latter assumed to occur scquentially i "mythical time™,  Despite profound
ontological differences, the principles defining mterpretations presented here are inspired by his work.
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process mstances, but if we want a mimimal interpretation to explain the measurements we can just use the
unton ot the p-mfluencers for the measured D values.  Any collection of status assignments that cannot be
consistently extended by assimptions about influcnce resolutions to provide a UCH for cach D¢ measurement
can be thrown out. and cach extension found is a valid interpretation,

Several kinds of knowledge can be used to prune the scarch space.  Process instances that
correspond to observable processes could have their status determined directly by obscrvation. or indirectly
by wscertming the truth of their preconditions and quantity conditions. For example, if we can sce that a
valve i g uid path s closed, then that luid path is not aligned and no flows can occur through it.

Once acollection of status assumptions is chosen, it must be extended to form a coltection of UCHs.
Fhere are several ways to accept or rule out a UCH. I the set of influences can be resolved then the UCH
will stand or fall according to whether or not the resolved D¢ value and the measured value agree. Again, this
can require domain-specitic information: we do not expect that evaporation will immediately cancel out the
cffect of pouring water into a cup. Distinguishability provides a means of ruling out simall changes. For
example, we can say:

V w € contained-liguid V pi € process-instance

InTluencers(Level(w)) = {pi} A Process(pi) = Evaporation
= -~ D-Distinguished(Level, w, eyeball-time, eyes)

which will rule out evaporation as the sole explanation for why we are sceing the Ievel of water in a glass fall.!
Whet if no consistent interpretation exists? FFollowing [Davis, 1984), we view the analysis as relying

on senplifying assumptions that must be re-analyzed in such cases. The assumptions, ordered in increasing
certainty, are:

L. Any facts used in pruning are correct

2. T'he measurements arc correct

3. The armchair assumption is correct

4. The process vocabulary is complete and correct
Other orderings are of course possible. Ultimately a global order on catagorics of facts will probably prove
madequate, since our strength of belief can vary strongly on items within a catagory. For example, when the
measuring means s indirect and the domain familiar, we often trust our theorics more than the
measurements. The opposite is true if the measurements are direct (sensory) and the domain unfamiliar,

Lo Informal obsenvations indicate that people appear to use the following ineffectuality heuristic -- if the
result of a process instance s not distinguishable, asswine itisn't acung. The intuition appears to be that its
cftect won't make that much of a ditterence anyway (unless the physical structure of the situation Ieads you to
believe there are alot of them?). This heuristic prunces the search space of process instances enormously, and it
scems hikely that correct use of this assumption is a mark of an expert in a domain.
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6. Practice

The proof of a pudding is in the cating, and the test of an Al theory is whether it can be used to
construct programs that perform the type of reasoning the theory is about. However, evituating a theory by
exanining a program that embodics it can be tricky. There are many cnginecnng aedistons which must be
nmide in constructing a complex artitact, and many of these decisions are constramed more by the
mplementation technology than by the theory being tested. Perhaps the bestview s 1o consider a program as
a picce of experimentdal apparatus, a means of exploring o theory. Sometimes cntieal exvpeaments can bhe set
up. but more often programs provide a means of gencrating phenomena.

The program GIZMO is written in this spirit, GIZMO is a vehicle for explorizz and developing QP
theory. The fact that it works indicates the theory is not patently wrong. but the distance hetween it and a
program whose competence matches ours in reasoning about the physical world s wide crough to warrent
caution in making claims. Given that caveat, T will say that GIZMO has made e tads cpiansue that QP
theory will play an important role m constructing powerful and useful qualitistive reasoning systems,

The purpose of the next tew chapters is to describe the representations and alaorthms used 1n
GIZMO in sufficient detail that a competent Al hacker could construct a "QP cengime™ with oniy moderate
difficulty. The particular data structures and programs used will not be deseribed voace my goals were
exploratory, speed was almost always sacriticed to flexiblity. Someonc constructing “nndustrial-grade™ nanve
phisics systems will find little direct guidence therein. Although I have some ideas on the subject (s section
12.3.1). developing efticient inference technigues for QP theory remains a problem tor the future.

GIZMO s o large program. consisting of over 1,300 Zetalisp functions organized into 60 files. It
includes representations of objects and quantities, algorithms for performing the basi. QP deductions, a
language for describing domain models. a "onc-look™ measurement interpretation algorithm, and an
envisioner. The tollowing chapiers describe cach of these components in detail. Each pait and cach example
in these chapters is fully implemented and runs.

Sadly, theory often outstrips practice. [imitations of time and computing resources have prevented
GI1/MO from being a complete embodiment of QP theory. Of the history theory presented in sections 2.7
and 3.7. only slices and situations were implemented. since they are all that has been needed tor the particular
reasoning tasks examined,  Neither encapsulated histories nor hierarchial process descriptions have been
implemented. No significant external theories have been provided to establish preconditions, nor have any
extension theories been added to resolve ambiguities. Nevertheless, the reader should find some indication of
the utility of the theory by examining what has been implemented.

Chapter 7 describes the details of the representations of objects. quantitics, individuat views and
processes used in GIZMQO. Chapter 8 describes the linguage GIZMO provides for writing domain models,
and presents simple vocabularies for reasoning about Nuids and motion that will be used in later examples.
Chapter 9 deseribes the algorithms used o implement the basic QP deductions. Chapter 10 describes a
"one-look” measurcment interpretation algorithm, and Chapter 11 describes the envisioning algorithm,
including how the frame problem is handled.

The reader who is uninterested in algorithmic or implementation details would do well to skip
chapters 7 and 9. focusing instead on chapter 8 to get a sense of what the domain models look like and the
examples mchapters 10 and 11 o see what GIZMO can do with them. To case the path for readers
unfamiliar with Lisp, miix notation will be used when possible. The algorithms are expressed in a restricted
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Foehish tormat e be accessible to the general computer scrence reader. For weracits . howeser, lispsstyle
prefy notanon will be used when deserming miplementanon detals or doman modeis. The only chapter
whichoassumes any bomtharit wath Lisp or ANTORD-Tike Tinguages s Chupter s, since the doneun medels do
i tiade rales and occasional picces of programs. The particular intercnce engine used. caticd DEBACLE, is
doscribed mthe appendix.
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7. Representing objects, quantities, and processes

. This chapter describes the next level of detail for the representation of objects. quantities, and
processes,  First we examine how objects. slices. and situations are fepresented. Sceond. we examine the
representations of quantitics and relationships between them. Finally, we summarize the facts associated with
individual vicws and processes.

7.1 Objects

Objects are represented by individuals. The criteria for what constitutes an individual will in general
depend on the domain being represented.  However, instances of processes are always considered to be
individuals.! There are two distinct but related notions of cxistence. The first is logical existence. which
simply means that it is not inconsistent for there to be some state of affairs in which a particular individual
exists. A square circle s something which logically cannot exist.  The second notion is physical existence,
which mcans that a particular individual actually does exist at some particular time. Clearly an individual
which physically exists must logically exist, and an individual which logically cannot cxist cannot cver
physically exist.  An cxample of an individual which logically exists but which (hopefully) never physically
cxists is the arsenic solution in my coffee cup.

The predicate Individual is used to indicate that its argument is an individual. Being an individual
means that its properties and rclationships with other things can change with time, and that it may not always
physically exist.

The relation exists-In(i, t) indicates that individual i exists at. or during, time t. The import of
this relationship is the creation of a slice to represent the properties of i at t. A slice of an object B at time t is
denoted by at(8. t). All predicates. functions, and rclationships between objects can apply to slices to
indicate their temporal extent. This means instead of refering to the value of a number or part of number by
M, ie.,

(M f(n) t)

we will say

f(at(n, t))

An interesting issuc which did not arise in Hayes' original trcatment of historics concerns the
intcraction between exisience and predication. What is the truth of a predicate applicd to a slice when the
individual is not believed to physically exist at the time corresponding to that slice? Allowing all predicates to
be truc of an individual when it doesn’t physically exist has the problem that every fact £ which depends on a
predicate must now also be explicitly justificd by a statement of cxistence, such as

1. For convenience, instances of individual views arc also represented as individuals in the implementation.
Given their syntactic similarity, this choice allows most of the code and axioms implementing them to be
shared. as we will sce in section 7.3.
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Cpredicate™(at(obj, t)) A Exists-in(obj, t) = f

"
L
&
!
L

rather than just

Cpredicate>(at(obj, t)) = f

To avoid this, we simply indicate that the truth of certain predicates which depend on physical existence
imply that the individual does exist at that time, i.e.

Predicate(at(obj, t)) = Exists-in(obj, t)

" T'his allows the implications of the predication to be stated simply, while also providing a constraint on
8 existence that is uscful tor detecting inconsistencics. However, care must be taken when specifying taxonomic
F‘ constraints, such as saying that an object is cither rigid or clastic. If we simply assumed
V s1 € slice Taxonomy(Rigid(s1)., Elastic(sl))
| we would be asserting the cexistence of the abject at the time represented by that slice, since onc of the
i alternatives of the taxonomy must be truc. These statements must always be placed in the scope of some
‘ implication which will guarentee cxistence, such as

——

.

V s1 € slice Physob(s1) = Taxonomy(Rigid(s1), Elastic(sl))

to aveid inappropriate presumptions of physical existence.

Stuuations describe a collection of objects being reasoned about at a particular time. A situation
simply counsists of a collection of slices corresponding to the objects that exist in it. In GIZMO, the name of
the situation serves to name the time of . slice: no other model of time is implemented. Each situation has the
set of next-situations and previous-situations, which consist of the situations that can lead to it and the
situations it can result in, respectively. The decision of what individuals should be considered together as a
situation is left totally to the user; automatic scgmentation into p-components (scc scction 3.7) is not
implemented.

1‘ r"—-VIV.'

7.2 Quantities

4

We hegin by describing the relationships between the parts of 2 number, and describe the particular

facts about incqualitics that GIZMO uses. We then examine the language used to describe functional
dependencics. including the laws of qualitative proportionalitics, correspondences, and explicit functions, _i
Finally we describe adders, which arc used to sum direct influences and compute other aggregate propertics. :

..
e
Al

7.2.1 Numbers

~ 4
P

The various relationships between the parts of a number, its magnitude, amount, and sign, are
described by several axtoms. For signs. the following facts hold:

IO

V sn € sign
Taxonomy(sn = -1, sn = 0, sn = 1)

The Has-vatue relanonship s used in the implementation to say sign « takes on the value b, icc.,

bk ok i
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(Has-Value ¢ cvab)

For magnitudes,

vV mg € magnitude
Taxonomy(mg = ZERO, mg > ZERO)

For numbers,

V n € pumber :
s(n] = 0 « m{n] = ZERO {
- -]
7.2.2 Inequalitics
First, we assume that the normal incquality relationships > and < are defined over numbers with '.‘
their usual propertics, i.c., they are transitive, antireflexive, and asymmetric. )
Next, we describe the interaction between inequality relationships and the parts of a number. The
first time any pair of numbers N,. N, is compared (i.c.. any cquality or incquality statcment about them or 4
their parts is placed in the database, whether or not that statement is belicved), the following logical 1
constraints arc installed:
Taxonomy(Ny < Nz, Ny = Ny, Nj > N3)
s[N{] = -1 A s{N;] =0 = Ny < N,
S[N1] = -1 A Sch] =] = N’. < Hz
S[NI]'OAS["2]'1="1<"2 ’
S[Ny] = 0 A s[N;] = -1 = Ny > Ny p
S[N1] « 1 A S[Nz] e -1 = "1 > Nz K
s[Ny] = 1 A s[N;] =0 =Ny >N ]
[(Ny > ZERO A N > ZERO) )
= (m[Nq] > m[Np] < Ny > Np) "
A (m[N1] = l'll[Nz] Aad “1 - "z)]
[(Ny < ZERO A N, < ZERO) B
= (n[Nq] > m['lz] - Ny < uz) ]
A (m[Ny] = m[Na] « Ny = Np)] j
Notice that conclusions about cquality fall out as a consequence of the implications for the inequality cases -]
and the first taxonomy statcment. Constraints that describe the relationships between their magnitudes b
(called here m, and m,, respectively) and Zero arc also installed: 4
my = ZERO A ™ my = ZERO => my < m, .
mi-ZEROAmZ-ZERO=$m1-mz ]
‘“lml-ZEROAmz-ZERO=9m1>mz "o

To avoid confusion in the implementation between the ordering relationships and the Lisp predicates », <,
and =, Greater-Than is used instcad of >, Less-Than is used instcad of <, and Equa-To is used instcad of e,
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7.2.3 Qualitative proportionalitics

FFor a given quantity, its constrainers is the set of quantitics to which it is cither qualitatively
proportional or inversely qualitatively proportional, i.c.,

vV Q1. Qu € guantity,
Q; € constrainers(Qq) « (Qq X0+ Q V Q4 xg- Q)

Of course, the members of this sct will change over time with changes in the view and process structures. The
sct of constrainees, the set of quantitics which are qualitatively propaortional or inversely proportional to it, is
defined similarly. To simplify printing and reading routines, or is writtcn as qprop+, Or just gprop, while
«o- is written gprop-. 3 is not used by the implementation at all.

7.2.4 Correspondences

Recall that a correspondence describes how quantity spaces are linked across a qualitative
proportionality. For example, the statement

Correspondence ((A[internal-force(band)], ZERO)
(A[length(band)], A[rest-length(band})]))

says that the internal force exerted by an clastic band is zcro exactly when the length of the band equals its
length at rest. 1.et N, be a number (typically, the amount of a quantity) with constrainers €yt CpuevnnCy. A
correspondence consists of a list of pairs,

((N1 Vl)(C1 Vz)(Cz V3)...(Cn Vn+1))
For a correspondence to be applicable, at most onc of the constrainers can be different from the value
indicated by the correspondence (the v i‘s). Without loss of generality, assume that alt but ¢ are the same, ‘
ie., 1

Cij ® Viuq if =141

and that cach ¢ 4 I8 in the constrainers by virtue of being the amount of some quantity Qiegr Then the
relationship between N, and v, will be 4

Cp = vy = N = vq
€y > vy =

[(Qq GQ Q2 = Ny > vyq)

A (Qq ®q- Q2 = N1 < vq)]
Cl < vy =»

[(Q) =g Q2 => Ny < vq)

A (Q &g- 02 = Ny > vq)]1]

Should there be only onc constrainer, the outer ='s above can be replaced by s,

-—a.n a.a a
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7.2.5 Explicit Functions

The consequences of having the same function relate the parameters of two distinet individuals can
be expressed via a correspondence. Given two objects 0,.9, and functions fo Tty that map from o, and
0, t parameters of them, suppose that

constrainers(fy(oq)) = {fa(0q)... .fa(01)}

A constrainers(fq(o3)) = {fz(03)....f4(02)}
For cxample, o, and o, might be contained liquids, with f, being pressure and f, being 1ever. If the
function which contributes the constrainers is the same in both cases (i.e., is explicitly named by
function-spec and is the same for both 0, and oz), then we can conclude

Correspondence{{A[f1(0q)]. A[f1(02)]).
(A[fa(0q)]. A[f2(02)]).
coov {(ALfp(01)]. Alfqa(02)]))

7.2.6 Simple algebra

While algebraic manipulations are not part of basic QP thcory, sometimes it proves convenient to
write a few algebraic statements to express relationships in domain models. For cxample, in describing how
the tlow rate of a liquid-flow changcs, we will write

(Q= flow-rate (- (pressure source) (pressure dest)))

This algebraic statement is interpreted as syntactic sugar for combinations of qualitative proportionalities and
correspondences. First, we assume the left-hand side of a @= (read "quantity cquals™) statement is always a
quantity, and the right-hand sidc is a simple binary combination of numbers or quantities. We will usc the
symbol --» to indicate that the cxpression on the left hand side is translated into the expression on the
right-hand side. The translations arc as follows:

(Q= <@ ®) -=> (= (A @) (A ®)) A (= (D @) (D ®))
(A (+ @ ®3)) --> (+ (A @) (A B))
(D (+ @ ) =-> (+ (D @) (D ))
(A (- <« B)) =-> (- (A @) (A ®))
(D (- @ ®)) --> (0 @) (0 ))
(= @ (+ B <)) =--> (+rel @ B @)
A (OEQ,, number-of(<@) number-of())
A (xq+ number-of (<a>) number-of (<))
(= @ (= ® @)) ==> (-rel (@ @ ©)
A (ato+ number-of(<2>) number-of(®))
A (xq- number-of (<) number-of (<))
number-of ((A @)) ==> @
number-of ((D @)) --> @

The flow-rate cxpression above, for example, would result in the assertions:

(+rel (A flow-rate) (A (pressure source)) (A (pressure dest)))
(+rel (D fiow-rate) (D (pressure source)) (D (pressure cast)))
(xq+ flow-rate (pressure source))

(=q- flow-rate (pressure dest))
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The import of +re(a. b, c) is:

a = ZERO «* [(b = ZERO A c = ZERO)
V (n{6] = m{c] A Opposite-sign(b, c))}

where

V Nj. N € number
Opposite-sign{Ny. Np) «
[(s[N1] = 1 A s[Np] = -1)
V (s[N1] » -1 A s[Nz] = 1)

The implications of -re1(a, b, c) are:

Correspondence((a, ZERO)(b, c))
Correspondence({a, ZERO) (b, ZERQO) (c. ZERO))

7.2.7 Adders

Addition is the only arithmetic operation supported by the implementation, due to its importance in
computing the combined cffects of dircct influences. Conceptually, an adder has three parts, a sum, which is
a number. and two scts, inputs and minus-inputs, which at any particular time contain the numbers that are
the contribution (positive or ncgative) to the sum, The sets are determined by making a closed-world
assumption. in that the collection of numbers explicitly known to be elements of the sct at some time are
assuned to be all the members of the set.

An adder, whose sole purpose is to compute the sign of the sum, works as follows. The inputs and
minus-inputs are sorted into three sets according to their signs - a negative number in the minus-inputs sct, for
example, becomes a member of the positive contributions. If all of these sets arc empty or only the zcro set is
non-cmpty, then the sum is assumed to be zero. If cither the positive or negative set has members, with the
other sct being empty. then the sign of the sum is that of the sct which has members. 1f both the positive and
negative scts are not empty, then incquality information is gathered in an attempt to scttle the sign. Suppose
that the positive set has three members while the negative sct has two. Then if for cach member of the
negative set a distinct member of the positive set can be found that is greater than it, then the sign of the sum
must be positive because the positive contributions will more than cancel the negative oncs. Similarly, if the
positive and negative sets are of the same size and enough cquality information is known to sct up a one to
one mapping between the sets, then the sign of the sum is concluded to be zero. Only incqualitics connecting
numbers are used, i.c.. incqualities between algebraic combinations or functions of numbers are not
supported.

Associated with each quantity is a special adder, called its influence adder. Whenever a quantity is
dircctly influenced. each direct influence is considered to be a member of the appropriate input sct (i.e., a
member of the plus inputs if the influence is positive and a member of the minus inputs if the influence is
negative). If there are any plus or minus inputs to the influence adder, then the derivative of the quantity is
constrained to be equal to the sum of the influcnce adder.
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d
7.3 ludividual views and processes 1
Since individual views and processes are so much alike, in the implementation they are treated as
specializations of a more abstract type, the conditionalized description. “There are three classes of facts about
conditionalized descriptions to be considered. (he facts which define one. the facts which hold when an
imstance of one is created, and the facts which hold when an instance of one is active. We examine cach in
urn.
P When a conditionalized description is defined. facts describing its various components are created.
; The obvious parts are the individuals, preconditions, quantity conditions, relations, and (for processes) the
'e influences portions of the specifications. An additional distinction is made between two classes of facts in the
F relations ficld. those which are to be asserted when an instance is found (the creation facts), and those which
{ are to be asserted when the instance is active (called, appropriately, the activation fucts). Creation facts
1 declare individuals introduced by process and view instances and quantitics representing their continuous
parameters (such as flow rates). The creation facts also include indexing information, such as the role cach
3 individual plays in the instance.
3 e In particular. recall that the individuats field specifics what type cach individual must be. Here are
somc important facts asserted when a slice of an instance of a conditionalized description cdi is created for
E situation sit:
Taxonomy(Status(at(cdi, sit), Active), Status(at(cdi, sit), Inactive))
L‘ Exists-in(cdi., sit) < <upe specifications of slices for cdi’s individuale>
3 Status(at(cdi, sit), Active) = Exists-in(cdi, sit)
. The first fact simply states that an instance must be cither active or inactive. The sccond fact says that an
g instance exists in a situation cxactly when the individuals it occurs between exist and are of the appropriate
. type (since the predicates need not always be truc). Notice that the instance cannot exist when one of the
'r.~ individuals it applics to doesn’t. since in that case the type predicates for the non-cxistent individuals won't be
F- truc for that slice. The third fact enforces the constraing that the instance must cxist at any time it is active.
r The activation facts arc simply the facts cxplicitly mentioned in the relations and influences fields.
y They are justificd by the slice of the instance being active, i.e., they will be believed whenever the instance is
4
p active,
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8. Domain models

This chapter describes GIZMO's language for writing domain models and two examples of domain
muodels. While better domain models are being developed, at this writing these models are the only ones that
have been run on several examples. ‘They are quite crude from the standpoint of being reasonable-fidelity
portions of a naive physics, but have been crucial in developing and debugging the ideas.

QP theory provides a framework that partially specifics a representation Linguage for dynamical
theories. But it doces not specify all of the details of that language, and there are always a number of ways for
such a language to be implemented. The next section describes the syntactic constructs of GIZMOQ’s
particular language for describing domain models.  ‘The language provides little insulation from the
underlying DEBACLE (and LISP) foundation: given that this language is still under active development this
is a feature rather than a bug. The last two sections describe the models of fluids and motion that will be used
to illustrate the algorithms and certain dynamical issues in the next three chapters,

8.1 Specifying the models

Several kinds of information must be specified in developing a domain model using QP theory.
First, one must define the various kinds of quantities, predicates, and individuals that exist in situations of
that domain. Second, the processes and individual views which comprisce its view and process vocabularies
must be defined. Finally, a means of specifying a particular problem is nceded. The constructs that scrve
cach of these purposes will be introduced in turn.

8.1.1 Defining constants and facts

[Logical constants, such as waTER, arc defined with the pDefineConstant form. General facts about a
domain are expressed with the befFact form.

8.1.2 Defining types of quantities

The form

(DefQuantity-Type <upe))

states that aype is a function which maps from individuals to quantitics and from slices to valucs. Quantity
types must be declared in advance of their use, since terms that describe quantitics are instantiated differently
from other terms (sce section 14.6 for details).

8.1.3 Defining predicates

To specify a one-place predicate, we will use the form

(DefPredicate <(name> . <body))

where cnemes> is the name of the predicate and «odv> is a collection of statements and rules. The meaning of
DefPredicate is that the statements are held to be true as a consequence of the predicate being true, and the
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rules arc defined in the scope of an environment where the variable ?seif is bound to the predicate’s
argument. For example,

(DefPredicate student
(has-low-income ?self)
(rule (7f (:true (graduate-student 7self)))
(assume (-> ?f (Frantic (at 7self thesis-deadline)))
‘Fact-of-Life)))

would expand into:!

ﬁ. (rule (:intern (student ?self))
. - (assert (-> (student ?self) (has-low-income ?self)))
(rule (7f (:true (graduate-student 7self)))
(assume (-> ?f (Frantic (at ?7self thesis-deadline)))
¢ ‘Fact-of-Life)))
§
8.1.4 Defining types of individuals
E .
@ Certain types of predicates arc used to specify types of individuals. On the whole, these predicates
- can be treated as above. There are two additional complications. First, an individual often has parts, and it is
f uscful to specify these cxplicitly, especially if some work must be done to update them (such as the sct of

picces of stuff which comprise the contents of a place). This function is provided by extending the syntax of
DefPredicate slightly, to wit:

(defEntity <name> Cpartslisty . <Body))

1. For those unfamiliar with AMORD or RUP, a short note on rule syntax is in order.
Pattern variables arc symbols with a "?" prefix. A rule trigger has three parts, a statement variable, a
condition, and a pattern. In the trigger pattern

(?f (:true (graduate-student 7self))),

?7f is the statement variable, : true is the condition, and (graduate-student ?7se1f) is the pattern. A rule can
have a list of triggers. The body of the rule consists of code which is exccuted whenever a collection of facts
which match the triggers and satisfy their conditions are found. Several kinds of conditions are provided to
allow rulcs to be used for different purposes. The conditions :teue and :false arc satisficd when the
matched fact is first believed to be true or false, respectively.  The conditions :whenever-true,
:whenever-false, and :whenever-change causc the ruic to be run every time the belief in the fact becomes 1
truc. false, or changes at all. Since most of the work in the rules occurs by adding clausces to the TMS, the o
most used condition is : intern, which mecans that the rule can be run as soon as the fact enters the database, -
whether or not it is believed. ;

The body of the rule is exccuted in an cnvironment where the statement variables are bound to the ]
= facts which matched the trigger patierns and the variables in the trigger patterns are bound to the expressions
provided by the match. ‘T'he forms assume and assert arc interpreted specially; the first argument is the fact
that will be placed in the database, with the appropriate substitutions madc for the pattern variables. The 1
second argument names the type of assumption, information which is uscful for debugging and backtracking.

4
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cpars-s> s simply a list of entrics. Each entry contains the name of the part and a specification of what type of
thing it is. We will describe what can be found in the parts list shortly.

The second complication is that. as described in the previous chapter, the interactions betwee. the
truth of instances of this predicate and existence of the argument must be made explicit. The implementation
has shices and individuals as distinct syntactic types, which in turn are distinet from the representation of
constants.  Statements which are occurances of a predicate defined by gefentity will do different things
according to the type of its argument. If the argument of a predicate is an individual, the additional rule

(rule (?f (intern (Exists-In ?self ?s))) :7s is a situation
(assume (-> (and (<ame> 7self) ?f) (<wame> (at ?self ?s)))
'Existence-Law))

will be created to ensure that cach slice inherits the proper type.! Notice that if the truth of the predicate will
change over time it must not be asserted of the individual, only of those slices for which it is true. If the
argument is a slice. then (as mentioned previously) the truth of that predicate on it is tantamount to believing
the individual exists at that time, i.e.,

(assume (-> (<mame> (at i sit)) (Exists-in i sit)) 'Existence-Law)

If the argument is alrcady known to be neither an individual nor a slice, then the predicate cannot be true of
it, i.e.

(assume (not (<name> 7self)) 'Existence-Law)

The parts list is used to specify properties of a type of individual. An entry in the parts list consists
of a name and a specification. The specification describes the type of thing the part is, such as a quantity. A
property that is a sct is indicated by the specification

(set-of <part-relation>)

where <parr-relation> is the name of the relationship that specifics that something is in that set. For cxample,

(defEntity Grad-Student ((net-worth quantity)
(creditors (set-of has-creditor)))
{(not (?seif creditors NIL)))
says that a graduate student has a financial net worth and a non-empty sct of creditors.

Certain individuals arc best specified as functions of other individuals, such as the collection agent
assigned by a creditor to the case of a particular debtor, We will also usc defEntity to specify the properties
of this type of individual by allowing the name to be a compound cxpression, and allowing == in the
specifications to denote that some of the arguments of the name plays a particular role for that individual.

1. For hackers, it should be noted that for efficiency reasons the actual trigger form for this rule is

(7self exists-in 78)

since DEBACLE, like RUP, only indexces assertions by their first clement and presumably there will be many
more statements of cxistence than statments about any particular individual. Scc the appendix for more
details.
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Here, for example, we might say

(defEntity (collection-agent 7debtor ?creditor) ((victim (== ?debtor))
(oppressor (== ?creditor)))
(Hassles 7self ?debtor)
(Reports-To ?self ?creditor))

o indicate that a collection agent reports to the creditor and that the victim of the collection agent is the
debtor.

8.1.5 Defining relationships

The gefRelation form provides a means of defining relationships as opposed to type predicates,
individuals, or compound individuals. Its syntax is:

(defRelation <orm> . <bodyd)

defRelaticn is mainly syntactic sugaring for DEBACLE rules, with ¢ero being the rule’s trigger pattern and
<bods > being the body of the rule. Unlike normal DEBACLE rules, however, certain syntactic transformations,
including those described in Scction 7.2.6, are performed on the body. To continue our (grim) cxample, we
might describe the Hasses relationship as follows:

(defRelation (Hassles ?creditor ?debtor)

(or (Phones-Late-At-Night ?creditor ?debtor)
(Accosts-on-Street 7creditor ?debtor)
(Sends-Threatening-Letters ?creditor 7debtor))

:justification Preditor-Definition)

The : justification keyword indicates the symbol (in this case, Preditor-Definition) that should be used as

an assumption type for asscrtions made by rules created from this definition (See the DEBACLE appendix
for an cxplanation of how assumption types are used).

8.1.6 Dcfining processes and individual views

Processes are defined with the defProcess form;

(defProcess <form> . <keyword-lisD)
where o is the syntax of the relationship which indicates an instance of the process occurs between its
arguments, and  aeyword-siso takes the form of a list alternating between keywords (individuats,
preconditions, quantity-conditions, relations, and influences) and the specification of that part of the

process.
The best way to explain defProcess is to look at an example. Here is a heat-flow process we will use

later on:
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(defProcess (Heat-Flow ?src ?7dst 7path)
Individuals ((7src (Physob 7src)
(Has-Quantity 7src Heat))
(?dst (Physob 7dst)
(Has-Quantity 7dst Heat))
(?path (Heat-Path 7?path)
(Heat-Connection ?path ?7src 7dst)))
Preconditions ((Heat-Aligned ?path))
QuantityConditions ((Greater-Than (A (temperature ?src))
(A (temperature 7dst))))
Relations ((Local flow-rate (Quantity flow-rate))
(Q= flow-rate (- (temperature ?src)
(temperature ?dst)))
(Greater-Than (A flow-rate) zero))
Influences ({(1+ (heat ?dst) (A flow-rate))
(I- (heat ?src) (A flow-rate))))

The first clement of the process specification provides a unique name for instances of the process by

substituting the individual bindings in the form provided. In this case the form is
(Heat-Flow ?src ?7dst 7path),
and an instance might be
(Heat-Flow Stove Can Burner).
The individuals specification provides the binding environment for the rest of the description: no free
variables are allowed. The type of cach individual must be provided (e.g., Physob and Heat-Path) to constrain
candidate collections of objects which are generated when finding process and view instances.  Additional
matching criteria can be provided as well (the Has-Quantity and Heat-Connection statements above) to
further restrict the conditions under which instances are created. In theary these criteria could be placed in
the processes’ preconditions, but in practice it is worth placing them in the individual specifications if they
won't change during the course of reasoning, thus reducing the number of process instances which must be
considered.

Preconditions and quantity conditions are lists of statements which arc interpreted conjunctively.
Preconditions can be arbitrary predicate expressions, while quantity conditions must be cither incquality
statements or status statements (i.e.. (Status cnstance> <ACTIVE or INACTIVE>)). While statements in both
preconditions and quantity conditions can be negated, no explicit disjunctions or any other logical connectives
arc allowed.

‘Three constructs are provided to introduce new terms in the relations field. Individuals which exist

by virtue of the instance being active are specified by Introduces Or Introduce-Uniquely. Introduces

“J_‘

indicates that whenever the instance is active the individual will exist, and Introduces-uUniquely indicates that
the individual exists if and only if the instance is active. Propertics of the instance itself, such as quantitics (in
the heat flow example, flow-rate) are introduccd with the Local specification. 'The syntax of the Loca)
expression is

PP B S S Ve

A

(Local <name> <specification))

where apecificanon> is a predicate expression mentioning the name. In the heat flow process above, for instance,

(Local flow-rate (Quantity flow-rate)) l

indicates that fiow-rate is a function which maps from instances of heat flow to quantitics. When 1
constructing a slice of an instance of a process, occurrences of the function name are replaced by a term
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representing the application of this function to the slice. if, for example, P1-0 were an instance of heat-flow
that was active in situation so, then the following facts would be among those believed:

(I+ (heat (at «w> S0)) (A (flow-rate (at PI-0 S0))))
(I- (heat (at <n> S0)) (A (flow-rate (at PI-0 S0))))

Individual views arc defined using the defview form. Its syntax and interpretation is exactly the
same as that of defProcess, except there can be no infiuences field.

8.1.7 Limit rules

Limit rules are "compilations” of conclusions that GIZMO has reached in performing limit analysis.
When supplicd with the modecl of the domain, they often allow GIZMO 10 reach the same conclusions with
much less effort.  Their exact role in limit analysis will be explicated later in scction 9.4; for now we will
merely describe their syntax.

A limit rule has the following form:

(defLimit-Rule <name> <pattern> <(body))

The rule is run on all quantity hypothescs whose description satisfics anerns, wWhich consists of a pair of
numbers. the current ordering between them, and the ordering between them proposed by the hypothesis.
When a match is found <sody> is exccuted in an environment where the variables in the patterns are bound to
what they unifted with. The body returns two valucs, a flag indicating what action is GIZMO is to take
regarding the hypothesis and a list of reasons for why that action is appropriate. The flag can cither be NIL,
indicating that, as far as this rule is concerned, the hypohthesis is okay, T indicating that this particular
hypothesis is inconsistent, or ALL, indicating that this hypothesis and any conjunctive hypotheses which
include it are inconsistent.

8.1.8 Dcfining problems

It is convenient to have a means for specifying the initial conditions of a problem, such as what
individuals exist, what relationships hold between them, and what situations they are involved in. The
defScenario form docs this. The syntax is:

(defScenario <name> . Cspecificationsd)

The specifications take the form of

(<key> . Cstatements>)

where <kew> indicates the type of specification and <sraremenrs> are the particular content of it.

The first type of specification is Individuals, the initial sct of individuals in the scenario. Constants
serves the same role for problem-specific constants. The Facts specificiation provides a way to make initial
assumptions. Particular situations arc described within the In-Situation specification; the first element is the
name of the situation, and the remaining clements are Individuals and Facts specifications which are
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interpreted as stating that the individuals named exist in that situation and the facts are true about the slices of
those individuals respectively. Facts that are true in all situations can be placed in an aLways specification.
Here is how gefScenario would be used to describe a kettle that was always on a stove, starting at time t0:

(defScenario kettle-on-stove
(Individuals stove burner kettle)
(Facts (Temperature-Source stove)
(Physob kettle)
(Heat-Path burner))
(Always (Heat-Path burner stove kettle))
(In-Situation tO
(Individuals stove burner kettle)
(Facts (Greater-Than (A (temperature stove))
(A (temperature kettle))))))

8.2 Fluids

The first problem that ariscs in reasoning about fluids is deciding exactly what constitutes an object.
In developing his axioms for liquids, Hayes introduced the idea of a "contained liquid”, a picce of liquid
considered as an object by virtue of being "the liquid in a place” [Hayes, 1978b]. As we have scen previously,
this description is quite useful for reasoning about several of the processes which act on liquids and also
gases.!

However. the vocabulary introduced in section 4.1 skirted an important issue. When a contained
liquid was created it was given an arbitrary name. To sec the problem with that, suppose there is stcam and
water inside a particular container. Part of the specification of boiling is that some stcam will be created
inside the container. Should boiling occur, how is the boiling process to know whether or not it must create a
new individual, or merely add influences to an individual that is alrcady there? In general, how are we to
know that two fluid individuals arc really the same?

The simplest solution scems to be the introduction of canonical names for such individuals. We will
use the function c-s to denote fluid objects. c-s must depend on the substance, state. and container if we are
to make all the required distinctions. All fluid individuals will be introduced via instances of the (redefined)
individual view Contained-Stuff being active. Additional predicates are defined to describe the cffects of
state and the interactions between state and containment.

Before we can talk about contained stuff, however, first we must introduce the types of quantities we
will be thinking about and the general definition of picces of stuff. Here are the quantitics we will be using:

(defQuantity-Type amount-of) * 4
(gefQuantity-Type amount-of-in) * -4
(defQuantity-Type heat)
(0efQuantity-Type pressure)
(defQuantity-Type temperature)
(defQuantity-Type tboil)

1. However. it scems the alternate "molecular collection” ontology is also required for certain kinds of
rcasoning. ‘This point will be discussed in section 12.3.2.
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(defQuantity-Type flow-rate)
(defQuantity-Type generation-rate)
(gefQuantity-Type absorbtion)
(defQuantity-Type restorative)

{defQuantity-Type Lavel)
(defQuantity-Type Volume)
(defQuantity-Type height)
(defQuantity-Type (height top))
(defQuantity-Type (height bottom))
(defQuantity-Type Max-Height)

(defObservable-Quantity Level)

The first group are the thermodynamic propertics we used in section 4.1, To summarize, we will consider
anount-of as "the amount of stuft there is”, roughly, the number of molecules in an individual (we must use
amcunt-of (0 avold confusion with "amoeunt™ in the sense of part of a quantity). The function amount-of-in
maps from a substance. astate, and a container to a quantity that indicates how much of that substance in that
state there is inside a particular container.  Talking about amount-of-in as distinct from amount-of is
necessary because amount-of is a property of the piece of stuff, while amount-of-1in is uscd to state part of the
conditions for that picce of stuff w exist. As befure, pressure is assumed to be measured from the bottom of
the container.

The second group are quantitics which will appear in processes. The third group are quantitics
which represent various geometric propertics. For simplicity in the implementation, quantitics which might
naturally be referred to as propertics of parts (such as (height (top container))) arc curricd to apply to the
object itself (such as ((height top) container)). Finally, 1evet is also marked as an obscrvable quantity, a
fact which will be used when performing measurement interpretation.

Next we define picces of stuff.  This description is independent of the particular criteria of
individuation that is applied (i.c., it can be truc of a collection of molecules or of a contained liquid). Since a
picce of stuff is an individual, a defEntity is uscd to define it:

(defEntity piece-of-stuff ((amount-of quantity)
(volume quantity)
(pressure quantity)
(heat quantity)
{temperature quantity)
(tboil quantity))
(Physob ?self)
(Vertical ?7self)
(Qprop+ (temperature 7self) (heat ?self))
(Taxonomy (Liquid ?self) (Gas 7self)))
Jeing a Physob in this context simply provides some geometric information: the exact specification of the
Physco predicate appears below.  Every picee of stuff will have the appropriate thermodynamic properties
(the quantities specified in the parts list), and the temperature will always depend on the heat of the stuff.
Furthermore, the stuff is cither a liquid or a gas. Again, we will define these predicatces shortly.
‘The approximation of a temperature source is sometimes uscful. There arc two ways to define them.
First, a normal picce of stuff can be used and made subject to a special process, heat-restore, which provides
an opposite influence to counterbalance any heat drawn from or added to it. A simpler alternative (although
not as flevible, if we wish to add or remove this approximation at will) is to define temperature-source as a

new type of object:
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(defEntity Temperature-source ((heat gquantity)
(temperature quantity))
(physob 7self))

Since. unlike pieces of stuff. the temperature of a source isn’t qualitatively proportional to the heat of the
source, influencing the heat will leanve the temperature unchanged.
Now we can describe Contained-Stuff.

(defview (Contained-Stuff p)
Individuals ({(?c (container ?c))
(?s (substance 7s))
(?st (state 7st)))
Preconditions ((Can-Contain-Substance ?c ?s 7st))
QuantityConditions ({(Greater-Than (A (Anount-of-in ?s ?st ?c)) ZERO))
Relations ((Introduces-Uniquely (c-s ?s ?st ?c))
(Q= (amount-of-in ?s ?st ?c) (amount-of (c-s ?s ?st ?c)))
(Gorop+ (amount-of-in ?s 7st ?c) (amount-of (c-s ?s ?st ?¢)))))

In general, a qualitative proportionality must be provided when asserting an equality within a domain
detinition to indicate the appropriate direction of causality when resolving influences.  As you can sce, an
instance of this view will be created for every combination of substance and state for cach container. It is
possible that a particutar container cannot hold stuff of a particular type. for instance, storing nitric acid in a
copper can, and this possibility is represented by the predicate Can-Contain-Substance as a precondition.
The contained swff exists exactly when the instance is active, as indicated by the Introduces-Uniquely
statcment.

We will need to specify a few more properties of individuals defined as contained stuffs. The
fFor-S1ace construct is syntactic sugar for a rule which triggers when the individual cxists in a situation named
by the first argument (here, ?sit). Whenever a canonical individual exists, it is a piece of stuff, in its defined
state, and the place where it is contains it.

(defentity (c-s ?substance ?state ?place) ((substance (== ?substance))
(state (== ?state))
(inside (== 7place)))
(For-Slice ?sit
(piece-of-stuff (at ?self ?sit))
(?state (at ?self ?sit))
(Contains (at ?place ?sit) (at ?self ?sit)))
:code {(cond ((eq 7state ‘'Liquid)
(Impossible-fact (referent '(gas ,?self) T))
(Impossible-fact (referent '(contained-gas ,?self) T)))
((eq ?state 'Gas)
(Impossible-fact (referent '(Liquid ,?self) T))
(Impcssibie-fact (referent '(Contained-Liquid ,?7self) T))))
:justification c-s-Definition)

‘The code n the specification (indicated by the :code keyword) indicates that a contained stuff defined to be
m one state cannot be in the other. This information is used to reduce the number of spurious process and
vicw imstances mtroduced when analy zing a situation (sec section 9.2).

Next substances are introduced. The nature of a substance doesn’t change with time, hence they are
domam-specific constants rather than individuals. For simplicity, we also assume that cvery container can
hold every substance in every state:
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(defPredicate substance)

(rule ((?f (:true (Substance ?s)))
(7g (:true (Container ?¢)))
(?h (:true (State 7?st))))
(assert (-> (and ?f ?g ?h) (Can-Contain-Substance ?c ?s ?st)))
(assert (-»> (and ?f ?g ?h) (Quantity (amount-of-in ?s 7st 7c)))))

For example, a particular substance we know well is watar:

(DefineConstant Water)
(DefFact (Substance Water))

The various empirical properties of water which distinguish it from other substances are not modelled in this
vocabulary.
We will only model two states of matter:

(defPredicate State)

(DefineConstant LIQUID)
(DefineConstant GAS)

(DefFact (State LIQUID))
(DefFact (State GAS))

The next rule enforces the constraint that these states are the only states:

(rule ((?f (:true (State ?s})})}
(cond ((memq ?s '(LIQUID GAS))) :okay
(t (assume (not ?f) :ABSOLUTE))))
The :ABSOLUTE mcans the TMS will never consider this assumption as a candidate for retraction.
Now we must define the additional propertics a picce of stuff has by virtue of being in a particular
state. Unlike the previous vocabulary, we can use predicates rather than individual views to represent these
propertics because we are dealing with canonical individuals, thus their state is always known.

(defEntity Liquid ()
(not (Greater-Than (A (temperature ?self)) (A (tboil ?self))))
(iff (Contained-Stuff ?self) (Contained-Liquid ?self))
(Qprop+ (volume ?self) (amount-of ?self)))

(defEntity Gas ()
(not (Less-Than (A (temperature ?self)) (A (tboil ?seif))))
(Qprop+ (pressure ?self) (amount-of ?self))
(Qprop- (pressure 7self) (volume ?self))
(Qerop+ (pressure 7self) (heat ?self)))
The incqualitics represent the constraints on temperature imposed by ecach state. As in the previous
vocabulary, the negated incqualities are used to allow a substance to be in cither state at a phase boundary.
The relationships between their thermodynamic propertics which are independent of the particular
individuating criteria are expressed by the qualitative proportionalitics.
Since the individuating criteria for this vocabulary ensures that all liquid objects are contained
liquids. seperating out the propertics of contained stuff in particular states isn’t strictly necessary. However,
we define it seperately for contained-liquids for upward compatability:
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(defEntity Contained-Liguid ((level quantity))
(Q= (level ?self) ((height top) ?seilf))
(Qprop+ ((height top) 7self) (level 7self))
(Function-Spec level-function
(Qprop+ (level ?self) (amount-of 7self)))
(Correspondence ((A (level ?seif)) (A ((height bottom) ?seif)))
((A (amount-of ?seif)) zero))
(Function-Spec p-1-fuanction
(Qprop+ (pressure 7self) (lavel 7self)))
(rule (?f (:intern (?self container ?¢)))
(Q= ((height bottom) ?self) ((height bottom) ?c))
(Qprop+ ((height bottom) ?self) ((height bottom) ?c))))

Naming the functions which determine level and pressure for contained liquids will allow us to compare
values of them found in different containers; this information will be used in the envisioning chapter. ‘The
correspondence says that the level approaches the bottom of the container as the contatner runs out of liquid.
The rule at the end of the specification points out a flaw in the implementation language; since general
de-structuring mechanisms aren’t used, such a rule is the only way to get hold of the centainer of the stuff in
order to specify the relationship between the height of the bottom of the container and the height of the

bottom of the liquid. 1

A crude geometry will suffice for our purposes. There are two oricntations, vertical and 1

horizontal: ‘
(defPredicate orientation)

(DefineConstant vertical) 3

(DefineConstant horizontal) o

We will treat orientation as a two-place relation, tying an object to onc of these constants. The predicates :

vertical and Horizontal are defincd by these rules: .

(rule (?f (:intern (Vertical ?obj))) ]

(assert (iff 7f (Orientation ?obj vertical)) 'Domain-Definition)) 4

(rule (?f (:intern (Horizontal 7obj))) \

(assert (iff ?7f (Orientation ?obj Horizontal)) ‘'Oomain-Definition)) :

Being a physob in this model just means that something has an oricntation, and the relationship 1

between the height of its top and the height of its bottom are constrained by this orientation: h

(defEntity Physob (((height top) Quantity) ;

((height bottom) Quantity)) 9

(Taxonomy (Orientation ?self VERTICAL) X

(Orientation ?self HORIZONTAL)) i

(iff (Orientation ?self HORIZONTAL) .

(Equal-To (A ((height top) ?self)) (A ((height bottom) 7self)))) J

(not (Greater-Than (A ((height bottom) ?self)) (A ((height top) ?self))))) 4

To better focus on dynamics. we will model as little information about piping systems, valves, and so
forth as possible. A container will be modeled as a physob:

PSR S g I |

(defEntity Container () (Physob 7self))

We will simply assert such fluid paths and conncctions as exist. Both fluid and heat paths, howevcer, are
first-class individuals:
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(defEntity Fluid-Path ((max-height Quantity)))
(defEntity Heat-Path ())

(defRelation (Fluid-Connection ?path ?source ?dest)
(Fluid-Connection ?path ?dest ?source))

(defRelation (Heat-Connection ?path ?source ?dest)
(Heat-Connection ?path ?dest ?source))

The predicate Fluid-Connection takes three arguments, a path and two picces of stuff. When true, it
indicates that the path can serve as a fluid path between one piece of stuff and the other. All heat and fluid
connections are also considered to work both ways. Fluid paths also have a maximum height, since even with
this simple geometry, we would like to prevent liquid from flowing up hill. Ignoring pumps and the siphon
effect.,! we can say that a path will support liquid flow only if the level of the source is greater than the
maximum height of the fluid path. This will be represented by an individual view:

(defView (Liquid-Flow-Supporting ?path ?src ?dst)
Individuals ((?src (Contained-Liquid ?src))
(?7dst (Contained-Liquid 7dst))
(?path (Fluid-Path ?path)
(Fluid-Connection ?path ?src ?dst)))
QuantityConditions ((Greater-Than (A (level ?src))
(A (max-height ?path)))))

Now we can talk about liquid flow. Here is the liquid flow process we will use:

(defProcess (Liquid-flow Tsrc ?dst ?path)
Individuals ((?src (Contained-Liquid ?src))
(?dst (Contained-Liquid ?dst))
(?path (Fluid-Path ?path)
(Fluid-Connection ?path ?src ?dst))
(?supported ((View-Instance Liquid-Flow-Supporting) ?supported)
(?supported path ?path)
(?supported src 7src)
(?supported dst 7dst)))
Preconditions ((Aligned 7path))
QuantityConditions ((Greater-Than (A (pressure ?src))
{A (pressure 7dst)))
(Status 7supported Active))
Relations ((Local flow-rate (Quantity flow-rate))
(Q= flow-rate (- (pressure ?sr¢)
(pressure 7dst)))
(greater-than (A flow-rate) zero))
Influences ((I1+ (amount-of ?dst) (A flow-rate))
(I- (amount-of ?src) (A flow-rate))))

Notice that the dependence of flow on the gecometric propertics of the liquid path is expressed by including
the instance of the support rclation in the individuals and requiring that the relationship is true by placing it 1

1. The simplest way to represent these would use a hicrarchial view description, with distinct cases
representing normal flow, pumped flow, and siphioning. However, hicrarchial descriptions are not currently
supported in GIZMO.
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in the quantity conditions.2 We ignore gas flows in this vocabulary.
We have already examined heat flow, but for completeness we include it again:

(defProcess (Heat-Flow ?src ?dst ?path)
Individuals ((?src (Physob ?src)
(Has-Quantity ?src heat))
(?dst (Physob ?dst)
(Has-Quantity ?dst heat))
(?path (Heat-Path ?path)
(Heat-Connection 7path ?src ?dst)))
Preconditions ((Heat-Aligned ?path))
QuantityCondrtions ((Greater-Than (A (temperature ?src))
(A (temperature ?dst))))
Retlations ((Local flow-rate (Quantity flow-rate))
(Q= flow-rate (- (temperature 7src)
(temperature ?7dst)))
(Greater-Than (A flow-rate) zero))
Influences ((I+ (heat 7dst) (A flow-rate))
(I- (heat ?src) (A flow-rate))))

Remember that the @= expands into two qualitative proportionalitics, hence the flow rate will be indirectly
influcoced by changes in the temperature of the source and destination.
Boiling 1s shghtly more complicated becausc it involves state changes:

(defProcess (Boiling 7w ?hf)
Individuals ({(?w (Contained~Liquid ?w))
(7hf ((Process-Instance Heat-Flow) 7hf)
(2hf DST ?w))
(?s (Substance 17s)
(7w SUBSTANCE 7s))
(7c (Container 1?c)
(?w CONTAINER 7¢)))
QuantityConditions ((Status ?hf ACTIVE)
(not (Less-Than (A (temperature ?w))
(A (tboil ?w)}))))
Relations ((Introduces (c-s 7s GAS 7c))
(Contained-Stuff (c-s ?s GAS ?7c))
(Local generation-rate (Quantity generation-rate))
(Local absorbtion (Quantity absorbtion))
(Has-value (s (d (heat (c-s 7s GAS 7c)))) 0)
(Greater-Than (A absorbtion) ZERO)
(Greater-Than (A generation-rate) ZERO)
(Q= (temperature ?w) (temperature (c-s 7s GAS 7¢)))
(Qprop+ generation-rate (flow-rate ?hf)))
Influences ((I- (heat ?w) (A (flow-rate 7hf)))
(I- (heat (c-s 7s GAS 7c)) (A absorbtion))
(I+ (amount-of (c-s ?s GAS ?c)) (A generation-rate))
(I- (amount-of ?w) (A generation-rate))))

As in the other vocabulary, state changes are modelled by asserting that the canonical individual
corresponding to the resulting phase exists, and its amount will incrcase as the amount of the stuff in the
original phase decreases. Here we see Introduces at work: certainly boiling creates stcam, but since there can
be stcam in the container even when boiling isn't occuring we  use  Introduces instcad of

2. The predicate (view-Instance Ligquid-Flow-Supporting) is simply a "curricd”" predicate automatically
introduced to speed matching.
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Introduces-Uniguely as in the contained stuff description.  ‘The substance (2s) and container (2¢) are
included in the individuals speaitication since the pattern-matching there 1s GIZMQO's major mechanism for
desstructuring compound objects.

Let us examine the causes and conseguences of boiling more closely. Predicating boiling on a heat
How occuring models the necessity of a source of energy for phase transitions. Adding an influence which is
the opposite of the flow rate of the heat flow to the heat of the water prevents the temperature of the water
from changing. The flat assertion that the heat of the gas is unchanging (i.c.. the Has-value statcment) and
the absorntion influcnce on the gas is a hMudge; given that the heat flow to water is active, there will also be a
heat flow from the sane source into the newly-formed gas. By only constraining the sign of absorbtion, the
assertion that the heat of the gas is unchanging will result in the assumption (when resolving influences) that
the influence of the heat flow to the steam will be cancelled out.

Finally, there are two limit rules that reduce GIZMQO's computational burden when cenvisioning.
The first rule concerns changes in the ordering between the level of tiquid in a container and the maximum
height of a thuid path. the quanuty condition for Liquid~Flow-Supporting. In particular, the rule concerns the
possibility that the relationship between level of the contained liquid and the maximum height of the path
will change from Greater-Than to Equal-To. as would happen, for instance. if there were flow out of a
container. The body of the rule checks to make sure that the height of the bottom of the container isn’t less
than the maximum height of the path (i.c.. that the maximum hcight of the path is less than or cqual to the
height of the bottom of the container). If it isn’t, then it returns ALL to indicate that this possible change is
impossible. cither by itself or in concert with other possible changes:

(defLimit-Rule No-Hills
(((A (1evel (at (c-s ?substance Liquid ?container) ?sit)))
(A (max-height (at ?path ?sit)))
Greater-Than
Equal-To))
(multiple-value-bind (relation reasons)
(orgering '(A ((height Bottom) (at ,?container ,?sit)))
‘(A (max-height (at ,7?7path ,?sit))))
(if (and relation (not (eq relation 'Less-Than)))
(values 'ALL reasons)
(values nil nil))))
Without this rule, GIZMO comes to the same conclusion by considering what would be true afier this change
had occured. First, supposc this change happens at the same time the amount of liguid reaches scro. Then
this change is moot, since the liquid no longer exists. Should the amount of liguid be greater than zero, the
correspondence between amount-of and level in the Containeo-Liquid description allows GIZMO to
conclude that the level must be greater than the height of the botiom, thus contradicting the assumption that
the level equals the maximum height ol the path. Since that change leads to a contradiction, GIZMO will
mark it as inconsistent.
The second rule embaodies the conclusion that if the heights of the bottoms of two containers arc the

same then the source of a liquid flow between them won't vanish:
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:b‘: (DefLimit-Rule No-Sinks

. ((ZERO
- (A (amount-of-1in ?substance Liquid (at ?container ?sit)))
4 Less-Than

Equal-To))

(multiple-value-bind (okay? reasons)
(al)-containers-at-same-level? 7sit)
(if (and okay?
(every-direct-influencer-of-type '(amount-of (at (c-s ,?substance
Liquid
.7container)
LIsit))
‘Liquid-Flow))
(values 'ALL reasons)
{(values NIL reasons))))

‘The pattern describes the possibility of the quantity condition for an instance of Contained-Stuff changing in
such a way as to makc it inactive (i.e.. that the amount of swff drops to zero). The function
all-containers-at-same-level? lests to sce whether or not the heights of the bottoms of all containers in the
situation are cqual to cach other, If they are, and if every direct influence on the amount is due to some
instance of liguid flow (checked by the function every-direct-infiuencer-of-type), then this change cannot
accur, cither alone or in concert with other changes. The types of processes which provide direct influences
are timited to be Liquid-Flow because the argument originally used in ruling out this change (which we will
sce momentarily) doesn’t apply when boiling occurs.  Requiring that all containers be at the same level is
quite conservative, since the only containers that really matter are those which arc connected to the source by
some fluid path,

‘The way G1ZMO draws the conclusion represented by this rule is rather subtle. Consider the simple
case of liguid flow occuring between two containers connected together by a single fluid path (as say in
section 4.1). Supposc the hypothesized change occured. Then the contained liquid in the destination will
exist and the contained liquid in the source won't.  But if the contained liguid in the source did, what
incqualities would hold between its parameters and the other parameters of the situation? Since the amount
of the source liquid is zero, its level will be equal to the height of the bottom (by the correspondence in the
Contained-Liguid description cited previously). Since the function which determines level as a function of
amount 1s the same for all contained liquids (i.c., 1evel-function, as defined by the Function-Spec statement
in the Contained-Liquid definition), the heights of the bottoms of the two containers are the same, and the
amount of contained liquid in the destination is greater than zero, which means that the level of the
destination liquid is greater than that of the source. Because the function that relates pressures and levels is
the same for all liguids (the function p-1-function introduced in the Contained-Liquid description), this
means the pressure of the source liquid is less than the pressurce of the destination liquid.  But before the
change. the pressure ot the source liquid was greater than the pressure of the destination liquid (as cvidenced
by the flow from the source to the destination). Hence quantity space continuity (see section 3.6.4) has been

violated, rendering this change impossible.
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- 8.3 Motion 7
3 b
. The description presented here is actually a simple sct-up for simulating a spring and block )
oscillator, rather than a general domain description for sliding motion.  Progress on building motion models

was held up due o a deficieney in the implementation; until recently, GIZMO had no way of finding out 4
what domain-dependent closed world assumptions it needed to make in the course of reasoning. This meant
the set of net forees, crucial to modelling motion, could not change as conditions changed. This deficency has
since been remedied, but the new motion vocabulary has not been adequately debugged and hence will not
be presented.

First. we describe the types of quantitics used.

(defQuantity-Type
(defQuantity-Type
(defQuantity-Type
(defQuantity-Type
(defQuantity-Type
(defQuantity-Type

position)
velocity)
force)
length)
rest-length)
acc)

before, these states will be modelled as individual views:
(defview (Relaxed ?s) 1
Individuals ((?s (spring ?7s)))
QuantityConditions ((Equal-to (A (length ?s)) (A (rest-length ?s)))))
(defview (Stretched 7s)
s Individuals ((?s (spring 7s))) 1
L QuantityConditions ((Greater-Than (A (length ?s)) (A (rest-length ?s))))) 5
[ .
a (defview (Compressed 7s) j
1 Individuals ((?s (spring ?s))) ]
QuantityConditions ((Less-Than (A (length ?s)) (A (rest-length ?7s))})) 1
| We will need a way to talk about directions. ‘The simplest way would be to use the valucs of signs as
: indicating directions along some (implicit) axis.  Unfortunately, DEBACLE does not allow fixed-point ]
K numbers to be first-class individuals. ‘Thus we shall introduce symbolic names for these directions: g
o .‘1
)
E 1
. ) : ) ]
WS S R AT SR SIS S S D

The objects we will consider are blocks and springs. A block’s position will be completely described
by a quantity, as will its velocity and (net) force:

(defEntity Block ((position quantity)
(velocity quantity)
(force quantity))
(Mobile ?7self))]}

All blocks are assumed to be mobile. A spring's force is determined by the difference between its length and
rest length:

(defentity Spring ((force quantity)
(rest-length quantity)
{length quantity))
(Qprop- (force ?self) (length ?self))
(correspondence ((A (force ?self)) zero)
((A (length 7self)) (A (rest-length 7self)))))

A spring has several states. If the length is the same as the rest length then it is rclaxed, if the length is greater
than the rest length then it is stretched. and if the length is less than the rest length then it is compressed. As
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(defpredicate direction nil)

(cefineConstant Plus)
(defineConstant Minus)
(defineConstant Null)

(oeffact (Direction MINUS))
(deffact (Direction PLUS))
(deffact (Direction NULL))

(defFact (Non-Null-Direction MINUS))
(deffact (Non-Null-Direction PLUS))
(deffact (not (Non-Null-Direction NULL)))

(Impossible-Fact (Non-Null-Direction NULL))

The additional distinction that a direction is not null is needed to rule out motion that doesn't go anywhere.
The pirection-0f predicate links these constants with sign valucs:

(defRelation (Direction-0f 7dir 7numbar)
:code (caseq ?dir
(MINUS (rassume (iff ?self

(Has-Value (s ?number) -1)) 'Direction-Law))
(NULL (rassume (iff ?7self
(Has-vValue (s ?number) 0)) 'Direction-Law))
(PLUS (rassume (iff ?self
(Has-vValue (s ?number) 1)) 'Direction-Law))
(t (rassume (not ?self) ’'Direction-Law))))

(defComputable-Relation Direction-of)

This definition ties the constants MINUS, PLUS, and NULL to sign values of -1, 1, and o respectively. The second
statement (the defComputable-Relation form) tells GIZMO that, unlike most statments in precondiuons,
facts of this type can be re-computed and hence should not be automatically assumed to persist.

Somchow a block and spring must be connccted. The right way would be to have a Connected-To
relationship that would transmit forces (as in the examples in scction 4.4). However, since this vocabulary
assumes no means of updating the set of net forces (thanks to the implementation deficiency mentioned
above), we will have to use a kludge:

(defRelation (Connected-to-Spring ?from ?to)
:7from is the block
;7to is the spring
(Q= (force ?from) (force 7to))
(Qprop+ (force ?from) (force 7to))
(Qprop+ (length ?7to) (position ?7from))
(correspondence ((A (length ?to)) (A (rest-length ?to0)))
((A (position ?from)) zero)))
This description is a kludge because it violates the "no function in structure™ principle [de Kleer & Brown,
1983). By asserting the force of the spring equals that of the block. it implicitly assumes that the spring and
block have no other forces applied to them. This makes the description non-modular. Since we have alrcady
sullicd ourselves. we also incorporate the assumption that the spring is at its rest length when the position of
the block is at the origin (the sccond Qprop+ and the Correspondence).
The process vocabulary we will use is only slightly different from the Newtonian model introduced
in section 4.3:

ki fd
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{defProcess (Motion 7obj 7dir)
Individuals ((?0bj (Mobile ?obj))
(?0ir (Direction ?dir)
(Non-Null-Direction 7dir)))
Preconditions ((Direction-0f ?dir (A (velocity ?obj))))
QuantityConditions ((Greater-than (m (A (velocity ?0bj))) zero))
Influences ((I+~ (position Pabj) (A {velocity ?70bj)))))

As mentioned above. motion occurs when an object has a non-zero velocity.  In this vocabulary, a distinct
instance of motion will be created for cach direction of motion.  ‘The Direction-of statement in the
preconditions ensures that the instance appropriate to the velocity's direction becomes active. The difference
between this description and the earlier model is the additional matching condition of the direction being
non-null, which prectudes creating an instance of motion that will never be active. A similar trick is used in

modclling acceleration:

(defprocess (Accelerating ?obj ?dir)
Indivicuals ((7obj (Mobile 7fobj))
(?dir (Direction ?dir)
(Non-Null-Direction ?dir)))
Preconditions ((Direction-0f ?2dir (A (force ?0bj))))
QuantityConditions ((Greater-than (m (A (forca ?0bj))) zero))
Relations ((Local acc (Quantity acc))
(Qprop+ acc (force ?70bj))
(Correspondence ((A acc) zero)
((A (force ?0bj)) zero)))
Influences ((I+ (velocity Tobj) (A acc))))

e e
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9. Basic deductions

Tn thas chapter we examine algorithms to perform the basic deductions used in Qualttitative Process
theony. To woid getting mired in uninteresting details, the algorithms will be specifed in "structured
Foelish”, Occasionally, implementation tricks which atlow signticant speedups will be described.

9.1 Finding view and process instances

In principle. finding view and process instances is simple. Given an initial set of objects, find all
coellections of them which match the individual specifications of cach individual view and process in the view
and provess vocabularies. Fach collection gives rise to an instance of that particular view or process. For
cvanpies there will be two view instances for every substance and every container, cach representing that
substance m a porticular state inside the container. However, the ability of processes and individual views to
mreduce new mdividuals when active complicates this picture somewhat, since the matching computation
may have o be pertormed again on the new individuals.  For example, if we believe some of the view
HisLanees representing contained liguids in the threc-containers scenario (section 5.1) are active, there will
now he process instances corresponding to flows between them.

In pracuce. producing all possible individuals and instances from an initial collection of objects
amplitios later computations. This procedure will be called elaborating a situation. Figure 48 presents the
alearithm used. One subtlety is worth mentioning, A naive algorithm would result in an exponential number
of assumptions about the status of instances. since all possible combinations of status assignments would have
to he tried to ensure that all and only the possible instances have been tound.  IFor example, both view
instences corresponding to contained-liquids in two containers connected by a fluid path would have to be
assumed true to find the appropriate instances of liquid flow. Howcver, the algorithin presented tests cach
instance only once. How can this work?

The trick lies in the willingness to match on statements that have some chance of being true,
irregardless of their current beliel status. This is formatized by the idea of a possibly nrue tact. A fact is
possibly teue 1f and ondy if (1) it has been mentioned (i.c.. it appears in the database), (2) 1t is not marked as
hetng impossible and (3) cither it is true or there s some reason to believe it could be true. The sccond
condition s usetul in ruling out some absurd possibilities, as we saw in the fluid model of Scction 8.2, The
dard condition. the existence of some reason to believe 1t could be true, is satistied in GIZMO by the
cvstence of any clause in the FMS which could make it true. Importanty, the rules which implement the
doman knowledee (such as those created by defentity, defPredicate, defRelation, and so forth) trigger on
a fact being interned -- heing in the database - rather than heing actually believed to be true. Thus ail the
pice!ates and relationships which might be truc are in the database, the clauses they introduce are accessible
o the TMS and maches o find potential instances are generated on that basis rather than actual current
Behic T the worst case this dyorithm can generate instances which could never be active. but this seems a
wial’ prce 1o pay for avoiding making and retracting an exponential number of assumptions.!

I Notice that :Fovery rule m the system triggers on cinternostep 4 isn't necessary at all.
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Fig. 48. Situation claboration

Procedure Elaborate

1. Let SLICES be the individuals which initially exist
in the situation.

2. Compute a table of all the type predicates which apply
to the members of SLICES

3. For each process in the Process Vocabulary and each
individual view in the View Vocabulary,

3.1 Find all collections of objects from SLICES which match the
individual specifications of the description

3.2 Create an instance of that type of process or view
for each such collection.

4. For each new instance,
4.1 Assume it is active.
4.2 Note any new individuals which exist as a result
of its being active. Add these individuals to
SLICES and update the type table accordingly.
4.3 Retract the assumption that it is active.

5. Continue from step 3 until no new instances or
individuals are found.

Once the view and process instances are found for a situation, a comparison table is computed that
summarizes which numbers arc compared by quantity conditions of these instances. The comparison table is
used in performing limit analysis,

ad

9.2 Finding vicew and process structures

Finding out which process and view instances are active in any particular situation rcquires
cstablishing their preconditions and quantity conditions. In the simplest case this is perforined by collecting
the preconditions and quantity conditions associated with all the instances and merging them to determine the
minimal sct of facts that necd to be established. For example, if flows in both dircction are possible, one
needs only to ask once about the relationship between the pressures to determine which, if any of them, is -1
active. How these facts are cstablished will depend on exactly what the program is doing. Usually this
information will be provided in the inital conditions or determined by asking the user. Often it is more
natural to simply ask about the status of instances directly, and this option is provided as well,

In performing measurement interpretation. the space of possible view and process structures is
scarched by constructing a dependency-directed gencrator to enumerate the possibilitics (see the appendix). 1
A similar generator is used in cnvisioning if the view or process structure in the initial situation is not

i
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completely specified, but the envisioning algorithm guarentees the process and view structures will be
complete in cvery situation it constructs after that.

9.3 Resolving influences

Suppose the process and view structures arc known. Then all of the direct influences on the
quantities in the situation will be known, as well as the qualitative proportionalities which will propagate these
direct cffects 1o indirectly influence other quantitics. Using this information, influence resolution attempts to
calculate a D, value for cach quantity in the situation. Figure 49 presents the algorithm used to resolve
influences. The first two steps sct up the machinery needed for resolving cach quantity. The third step orders
the quantities so that no quantity will be considered before trying to resolve quantities it depends on. This is
accomplished by a simple tree-walk outward from cach directly influenced quantity along qualitative
proportionalitics, as figure 50 illustrates. Notice that this algorithm implicitly assumes that the graph of
qualitative proportionalitics which hold at any particular time is loop-frec. This assumption is safe for several
rcasons.  First, rclationships between parameters are represented irredundantly since  qualitative
proportionalities cxpress the assumed direction of causation as well as a functional dependence. Second, by
assumption, no quantity can be both dircctly and indirectly influenced at the same time. This condition
prevents forming loops that are not ruled out by the first condition. Finally, the distinction between direct
and indirect influences "breaks” loops which would otherwise appear duce to simultancous equations in other
types of models.!

Step 4 is where the actual work is accomplished. The cffect of the sorting is that the itcration will
begin with uninfluenced quantities, then the directly influcnced quantities, and finally the indirectly
influenced quantitics. 1f a quantity is directly influenced then its derivative will be the sum of the influence
adder constructed for it (step 2.1). The adder may be able to decide the sum directly, if for example the
positive or the negative inputs sct is empty. As mentioned previously, the adder may also usc inequality
information if there are both positive and negative direct influences. ‘This information may change if the
gquantitics providing the direct effects (such as flow rates) are influenced, and so these incqualities are added
to the situation’s comparison table so that limit analysis can take changes in them into account. As mentioned
previously, if there are conflicting cffects on an indirectly influenced quantity, then incguality information
will not a priori help. However, if access to domain-specific or problem-specific rules is provided (which it
isn't in GIZMO, yet). any use they make of inequality information should also be added to the comparison
table.

1. In particular, the "feedback heuristics” required in [de Kleer, 1979], [de Kleer & Brown 1984] and
[Williams, 1984] arc unncccessary.

e X A | . . . R
DDA WA Vo W SN S VLAY W W P PR ISP, PUL UL IPAE AT Y WA .. Sy




T,

Forbus

-122- QP theory

Fig. 49. Resolving influences

Procedure

1.

5.

Resolve

Let QUANTITIES be the set of quantities belonging
to the objects in the situation.

For each quantity Q in QUANTITIES,

2.1 If directly influenced, create an influence adder.
Make closed-world assumptions to determine the inputs
and minus-inputs for the influence adder.

2.2 Otherwise, find CONSTRAINERS(Q) by fetching all
o+ and do_ statements which have @
as their first argument, closing this set by assumption.

Let QUEUE = SORT-BY-DEPENDENCY(QUANTITIES).

. Until QUEUE is empty,

4.1 Let Q = pop(QUEUE)
4.2 If Q is directly influenced, then

4.2.1 If the sum of its influence adder is known,
the Dg[Q] equals the sum.

4.2.2 Add any inequality information used by the
adder to COMPARISONS.

4.3 Otherwise, if CONSTRAINERS{Q) is non-empty,

4.3.1 Let PLUS, MINUS, UNKNOWN be empty
4.3.2 For each Q1 in CONSTRAINERS(Q)

4.3.2.1 If Dg[Q1] = 1 and Q =g, 01
or Dg[Q1] = -1 and Q xq- Q1, then
add Q1 to PLUS.

4.3.2.1 1If 05[01] = -1 and Q “Q+ Q1
or DgfQ1] = 1 and Q xq- Q1, then
add Q1 to MINUS.

4.3.2.1 If Dg[Q1] is unknown, then add Q1
to UNKNOWN

4.3.3 If UNKNOWN is non-empty or if both PLUS
and MINUS are non-empty, then Dg[Q] cannot
be decided.

If PLUS is non-empty, then DG[Q] = 1

If MINUS is non-empty, then D [Q] = -1
Otherwise, D¢ [Q] = 0

S b
w W w
[+ S I -3

4.4 Otherwise, D4[Q] = 0

If COMPARISONS is non-empty, use it to update
the situation’'s comparison table
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Fig. 50. Determining the order of resolution

Procedure SORT-BY-DEPENDENCY(QUANTITIES)
1. For each Q in CJANTITIES, let mark(Q) = O.
2. For each Q in QUANTITIES,
2.1 If directly influenced, MARK-DEPTH(Q, 1)
3. Return QUANTITIES, sorted by increasing marks.
Procedure MARK-DEPTH(Q, depth)
1. If mark{(Q) < depth,
1.1 tet mark(Q) = depth

1.2 for each Q1 in CONSTRAINEES(Q).
MARK-DEPTH(Q1, depth+1)

9.4 Limit analysis

Limit analysis is the most complex of the basic deductions. The purposc of limit analysis is to
identify state changes, such as changes in process structure, view structure, or changes in 0 s values, duc to the
activity of processes. In essence, it works by using the Dy valucs found by influence resolution to detect
possible changes in the quantity space values, such as a quantity approaching a limit point.  We will begin by
examining the top-level procedure, then take a closer look at the individual steps. The top-level procedure is
illustrated in figure 51. Recall that the hypothesis that a particular ordering relationship or sct of ordering

Fig. 51. Limit analysis

Procedure Limit Analysis(S)

1. Find the set of quantity hypotheses representing
possibie changes in quantity spaces for guantities
in S. Also determine the sets NEXT-QHS(S) and ECL-QHS(S).

2. For each quantity hypothesis, annotate it with the changes
it causes in the process and view structures (if any).

2. Filter out those quantity hypotheses which lead to
inconsistent situations.

3. Assign a duration to the situation as follows:
3.1 If NEXT-QHS(S) is non-empty, then INSTANT,
3.2 If ECL-QHS(S) 1s empty, then INTERVAL

3.3 Otherwise, duration is AMBIGUOUS
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relationships represents the next change that occurs is called a quantiry hypothesis (see Section 3.6.4). ‘The first
step. finding the sct of quantity hypotheses, is the most complex and it will be examined shortly. Once found,
the quantity hypotheses are marked with the change they will cause in the view and process structure for the
situation, it any -- the hypothesis might simply correspond to a change in the way influences are resolved.

Finding out exactly what changes will result from a particular quantity hypothesis being true (step 2)
is quite complicated because domain-specific knowledge may rule out the hypothesis as being inconsistent.
We will discuss the procedure used in the chapter on envisioning. However, a simpler algorithm suffices to
determine the what changes a quantity hypothesis will make in the view and process structurces, assuming it
turns out to be consistent. The ideas to make a simple constraint network model of the individuals, view and
process instances. and quantity conditions which embodices the relationships between statuses and existence.
This constraint model is then set up to represent what objects currently exist. the current statuscs of view and
process instances, and the current truth of quantity conditions.  The changes represented by a quantity
hypothesis are fed into the contraint model, and the resulting changes in statuses and existence read out from
it.

There are three kinds of objects in this constraint model, models of individuals, models of instances,
and models of quantity conditions. A modcl of an individual has an cxistence property. If it exists by virtue
of some instance being active, the model of that instance is said to be a supporter of it. If a model of an
individual has supporters, then it exists exactly when one of them is active. A model of a comparison has an
existence property as well, tied to the existence of the individuals whose quantitics it compares. It also has a
property which describes the relationship which holds between the quantities it compares. A model of a view
or process instance has an existence property and a status property. Like the other models, it has supporters --
those individuals upon whom its existence depends, and whether or not it is active depends on whether the
state of the comparision models which represent its quantity conditions match its internal state specifications.

The constraint network for a situation is built as soon as the situation has been claborated. To use it,
the propertics of models (existence, state of comparisons, and statuscs of instanccs) are sct up to reflect the
current situation. ‘The state ot the comparision models which correspond to the change represented by a
quantity hypothesis are changed accordingly. and these results propagated through the model. By keeping a
record of the previous state and comparing this record with the model's current state, the changes which will
occur can be determined.  Notice, however, that this procedure is not informed by any particular
domain-dependent information, such as the cxistence of correspondences or explicit functions. So the
constraint network model cannot detect that a hypothesis is inconsistent, only provide information about what
changes will result if it is.  This constraint model is also uscful in pruning certain irrclevant conjunctive
hypothescs. as we will sce shortly.

Returning to the top-level algorithm, the third and final step is to assign a duration to the situation,
based on how soon it will change. Recall that we divide times into instants and intervals, and the equality
change law determines how long cach situation will last (sce section 3.6.4). The scts NEXT-QHS and £CL-QHS are
computed as stde-cffects of finding quantity hypotheses. as we will see below. Both sets, if non-empty, consist
of guantity hypotheses which satisfy the cquality change law. The distinction between themn comes about
because some guantity hypotheses depend on additional assumptions. Suppose, for example, that

A[Q1] = A[Q;1 A Dg[Qq] = Dg[Qz) = 1
Then 0, and Q, will change from cquality if and only if
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- Dn[ol] - Dm[QZ]

Since the two rates might be equal, it 1s not certain that this change will occur. The hypotheses in NEXT-QHS
are the subset of hypotheses covered by the equality change law which do not require such assumptions.
Iheretore HNEXT-QHS is non-empty. some instantancous change must occur and so the situation lasts but an
nstant. The set ece-gus simply consists of all instantancous changes, so if it is empty the situation must last
for some mterval of tme. Otherwise the situation may last an instant if the assumptions underlying the
hypotheses representing instantancous changes are satisfied, or an interval of time if they aren’t. So in that
case the duration is marked as ambiguous.

Now we turn to the problem of finding quantity hypotheses. tThe basic algorithm is illustrated in
figurc 32. "The quantity spaces are updated by using the comparison table to determine first what numbers
require quantity spaces, and then to determine what elements should be in cach one. A number requires a

Fig. 52. Finding quantity hypotheses

Procedure Quantity Change Analysis
1. Retrieve comparison table for situation.

2. Create and update the quantity spaces for the quantities
mentioned in the comparison table.

3. Update the state of the comparison table.

4. Filter the comparison table by removing those
entries whose comparisons aren't neighbors.

5. For each element remaining,
5.1 Determine if the inequality relationship can change.

§.2 If it can, create a quantity hypothesis to represent
that change. Record any assumptions about rate required
for the change to occur.

6. Generate quantity hypotheses to represent all possible
combinations of occurrences of the single change
hypotheses, pruning out hypotheses which are moot
or that are explicitly excluded by domain-specific limit rules.

7. Apply the equality change law to determine which quantity
hypotheses represent changes which can occur in an instant.
Call the set which occur in an instant ECL-QHS(S). and call the
remainder NON-QHS(S).

8. 1f none of the members of ECL-QHS(S) requires an assumption
about rate, then let NEXT-QHS(S) be ECL-QHS(S). Otherwise, let
NEXT-QHS(S) be empty.
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quantity space if it is mentioned in any element of the comparision table.! A number is an clement in the
quantity space of another number if there is an clement in the comparison table that compares it with that
number. Since the comparison table was constructed using all the comparisons  required to find the view and
process structures, and augmented by any incquality information required in resolving influences, we are
guarenteed that quantity spaces constructed from it in this manncer contain all the information necessary to
predict state changes.

Once the clements for cach quantity space have been found. an effort is made 1o establish the
ordering relationships between the elements.? ‘This ordering information is used to compute the neighbors in
the quantity space. ‘The neighbors. as defined previously. are just the clements which are « . or greater or less
than the number, with no other element in between (the set of elements which are equal to it is computed as
well). The comparison table is updated by recording what the ordering between the numbers mentioned in
cach entry actually is, and entrics representing comparisons between non-neighboring numbcrs are ignored
(step ) since they will be irrelevant - by definition, the quantity will recach the neighbor first.

Step 5 involves finding the possible changes for cach relevant comparison. The current relationship
between the comparison's quantities and their D values are used to look up in a table (described in scction
3.6.4) what the next relationship can be. [f some picce of information, such as a Dy value, is missing or the

next relationship is the same, then the comparison is ignorcd.3 If the relationship can change, then a quantity
hypothesis is created to represent that possibility and annotated with any assumptions it requires about the
rates (step 5.2).

Given the collection of hypothesized single changes, step 6 computes the collection of hypotheses
representing the prospect that more than one of these changes occurs at once. [t is important to prune
hypotheses as quickly as possible, since if there are a hypotheses representing a single change then in thcory
there can be 2"-1 total hypotheses. In practice there arc rarely this many, for several reasons. First, certain
conjunctions can be ruled out because one change makes the other moot. For example, it makes no sense to
consider the possibility that two flow rates equalize at the same time onc flow stops, since one of the flow rates
will no longer exist. 'The constraint network mentioned above is used to find such moot conjunctions and
prunc them as they are generated.  Sccond. other conjunctions will violate consistency constraints, either
general ones such as continuity or domain-specific ones. such as implied by correspondences between
functionally dependent quantities (e.g.. the arguments about impossible changes in the end of section 8.2).
FFinding out which combinations arc consistent in this way is fairly expensive, since it requires cxplicitly
generating the situation which occurs next, a procedure we will defer explaining until the discussion of
envisioning. Limit rules. introduced in Section 8.1.6. provide a mechanism to reduce this burden. A
proposcd quantity hypothesis is tested against a databasc of limit rules, which can cither let it pass, rule out

1. The only exception is ZERO -- no quantity spacc is ¢ver created for it.  In addition, ordering statements
involving ZERO are treated as statements about signs. for efficiency reasons. Sce the appendix for details.

2. In GIZMO. this consists of querics to a specialized quantity implementation which will give an answer if it
follows from known inequalities and transitivity. Oncee again, sce the ppendix for details,

3. An alternative is to scarch the possible orderings between the numbers, Given the way in which the

comparison table is constructed, however, the ordering information will always be known when envisioning
so this alternative was deemed undcsirable,
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just that hypothesis, or rule out all hypotheses which contain that hypothesis. So far, the only use of limit
rules has been to "routinize” conclusions that GIZMO can make without them, albeit with much greater
effort? Atthough limit rules must provide reasons for their conclusions, if the answer they return is ALL, (as
the rules in the previous chapter did). then no conjunctive hypotheses involving the ruled-out hypothesis will
aver be generated. Thus even if some of the facts which support the limit rule’s conclusion are withdrawn,
limut analysis must be pertormed again to compute the entire sct of possible changes.

The equality change law is applicd in step 7. Recall that the equality change law says that, except in
two cases, all changes require an interval of ume to occur. ‘The first case is that the change in the ordering
relationship is away trom cquality; this respects the fact that numbers aren’t "fuzzy™. The sccond case is when
a change to cquality is occuring between quantitics which were influenced away from cquality for only an
instant. This case assumes that the influences of processes are finite. Finding hypotheses which satisfy case 1
is simple; they are exactly the hypotheses for which onc of the current relationships is equality. Satisfying
case 2 requires using some additional information carried along with the situation. In particular, if the
sitwation arose by a hypothesis satisfying case 1 of the cquality change law, then the situation includes the
additional asseruon that one number is "starts infinesimally greater than” the other, such as

A[Q;] I> A[Q,]

A conscquence of believing the assertion above is that any hypothesized change which includes o, and o,
becoming cqual must occur in an instant. The sct of quantity hypotheses which satisfy cither case of the
cquality change faw comprise the set EcL-QHS, and those which don't comprise the set NON-QHS.

Finally, in step 8 the subsct of quantity hypotheses which satisfy the equality change law is examined
to sce if any of them require additional assumptions about rates to be valid. 1f nonc of them do, then the next
change that occurs must be one of the hypothesces satisfying the cquality change law, and so the st NEXT-QHS
is made equal to ecL-gHS to reflect this fact. Otherwisc it is not clear whether or not a change from ECL-QHS
will occur, so NEXT-QHS is set to the cmpty sct to inform the top-level limit analysis procedure of this fact.

Now let us return 1o the problem of testing the consistency of a quantity hypothesis. As mentioned
previously. we will defer discussion of how the next situation is generated for later. For now, it is ecnough to
know that it can be done. and certain inconsistencies can be detected in the course of doing so. If a consistent
next situation can be constructed, then several additional tests are made.? First, the incquality constraints
implicd by named functions (such as the function that determines pressure from level) are imposed. Second,
guantity space continuity is tested if some individual has vanished in the new situation. If no individual
vanishes, then these constraints are usually satisfied by the procedure which generates possible changes, and
violations are detected by the procedure which constructs the next situation.  Should an individual vanish,
however, extra work is required to detect continuity violations, Recall the No-Sinks limit rule in the fluids

1. This "compiling” of the domain knowledge is currently done by hand; an interesting learning problem is
to acquire such rules from oxperience. Such rules could also be used to encode heuristic knowledge, but in
that case the implementation would have to be extended to allow graceful retraction of their results.

2. When performing limit analysis in the course of envisioning these (ests arc interleaved with the situation
generation performed by that procedure, thus saving some work.
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doscription of the previous chapter. Consider again a liquid flow between two containers. One possibility is
that the liguid in the source will vanish, as the amount ol it reaches zero.  Another possibility is that the
prossure in the two containers will equalize. 1 the heights of the bottoms are the same then the first change is
impossible, since it would require that the pressure in the source was less than the pressure in the destination
(assuming cxplicit functions linking level and pressure. as noted previously). This violation of continuity will
not, however, be detected, since the liquid in the source, and hence its pressure, no longer exist! As alluded to
previously, the solution is to re-install the facts about the quantities of the vanished individual as if it cxisted,
and then ook for continuity violations. This procedure is somewhat gory, so we won't look into it further.
The final test is for D continuity, and it is performed by resolving influences in the new situation and sceing
whether the D value of any quantity jumps from -1 to 1 or 1 to -1 from the current situation to the ncw one.
If any do, then the quantity hypothesis is markced as inconsistent.

PSSP Y
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10. Measurement interpretation

This chapter describes an algorithm which constructs inferpretations of measurements taken at an
instant (the "one-look™ case described in section 5.5). ‘The pruning heuristics described in section 5.5 are not
implemented because the domain models considered are not complex cnough to warrent them. ‘The input to
this algorithm is a situation and a set of observations, and the output is a sct of interpretations describing how
the possible processes in the situation could explain those observations. First we describe the interpretation
algorithm. then a procedure for automatically gencrating diagnostics given a set of interpretations, and finally
illustrate these procedures with an example.

10.1 The algorithm

We assume the situation § has been claborated. i.c., all the possible view and process instances in it
have been found. The set of observations, called 08s, consists of expressions of the form

(Measured (has-value (s (D <quantity>)) <1, 0, or D))

where «quantiy> 18 a reference to a quantity belonging to an individual in s.  Figure 53 presents the
interpretation algorithm. In the course of sctting up the situation to be interpreted several of the instances
may have their statuses determined -- for example, measuring a property of an individual implics that the
individual docs indeed exist. In addition, the user is queried to determine if there are more assumptions to be
made about the statuses of view or process instances. The process and view instances whose statuses are
unknown arc used to create a complete, irredundant generator which will produce all and only the consistent
combinations of status assignments. The appendix describes the generator in more detail; the only property
we need to know here is that it can be informed by adding clauses to the TMS, as happens when facts are
asscrted.

Recall that an interpretation consists of a sct of status assignments and the collection of unit cause
“ypotheses (abreviated UCH) that provide its account of the measured 0 values. The scarch for
interpretations procceds by asking the generator for a collection of status assignments. constructing an
interpretation which represents the hypothesis that the collection is responsible for the measurements, and
testing this hypothesis to sce if it is consistent. The first step (2.1) in testing the hypothesis is to resolve
influcnces. In step 2.2, a UCH is constructed e account for cach measurement in the context of the
interpretation hypothesis, and is locally tested for consistency by secing if the sign of the derivative for the
measured quantity computed by influence resotution matches the observed value. If the 0 valuc is known
but different then the UCH, and henge the whole interpretation, is inconsistent., If the D value is unknown,
then the assumptions needed o make it be the measured value are recorded as part of the UCH.

Suppose several UCHYs require making assumptions. Then it is possible that a consistent UCH can
be constructed for cach measurement, but when wken together the assumptions they make imply a
contradiction. Step 2.3.2 takes this possibility into account by assuming the various facts needed to make the
LUCH's valid and propagating the results.  If any contradictions ensue, the interpretation is marked as
inconsistent.

When an interpretation is found to be inconsistent. cither locally due to the failure to find a
consixtent UCH for some measurement, or globally due to inconsistent assumptions made in constructing
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k] Fig. 53. One-look measurement interpretation algorithm
b

s

; :Let OBS be the set of measurements

[m Procedure Interpret

1. Make status assignments to process and view instances
wherever possible

2. Perform a dependency-directed search over the status
‘ assignments remaining. For each set of status assumptions,

2.1 Resolve influences. ]
2.2 For each measurement M in 0BS,

2.2.1 Let Q be the quantity described by the measurement M,
VAL be the Dy value measured, and UCH be the Unit Cause

! Hypothesis which is to account for M in this
' interpretation.
2.2.2 If D4[Q] = VAL, then mark UCH as consistent -1

2.2.2 If Dg[Q] is known, then mark UCH as inconsistent
2.2.3 Otherwise,
2.2.3.1 1f Q direct)ly influenced, mark UCH as consistent - 3

and record the inequality assumption needed to "9
insure DS[Q] = VAL

2.2.3.2 If Q indirectly influenced, mark UCH as consistent
and record VAL as Dg[Q]

L

2.3 Let UCHS be the set of Unit Cause Hypotheses constructed in
the previous step, and INTERP be the interpretation representing
the current collection of status assignments.

e

2.3.1 If any UCH in UCHS is marked as inconsistent, mark
INTERP as inconsistent, giving the inconsistent UCHs
as a reason, and install appropriate nogood sets.

2.3.2 Temporarily make any assumptions required by the UCHs.

2.3.2.1 If any contradictions arise, mark INTERP as
inconsistent and install appropriate nogood sets.

2.3.2.2 Otherwise, mark INTERP as consistent.
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UCHs, nogood sets! are constructed to prevent the gencrator from trying that collection of status assignments
again, thus reducing the search space. The nogood sets will always include some status assignments. [f the
nogoud is constructed for a particutar UCH then it will include the measurement the UCH was intended to
cxplain, and if the nogood is constructed from a global contradiction it will contain all the measurements.

Which status assignments should be included in a nogood sct? The notion of p-influencers
introduced in section 5.5 (the sct of instances which provide direct or indirect influences on a particular
quantity) would allow exactly that subset of the status assighmients which was responsible for the particular bR
measurement to be in the nogood set. This would provide maximum constraint by cnsuring that no
hypothesis containing those assignments as a subsct would cver be gencrated again. However, finding the
p-influencers proved difficult in this implementation: since qualitative proportionalities are often introduced
by virtue of wype predicates as well as instances, additional indexing is required to construct the set of
p-influencers. Thus it proved simpler to just use all of the status assumptions in the nogood set. While it
doesn’t prune the search space as much as using p-influencers would, it does provide some constraint if the
same situation is examined with two non-disjoint scts of measurements, We will sce an cxample of this in
scction 10.3.

10.2 Making diagnoscs

Given a collection of consistent interpretations for a set of measurements, predictions can be made
about the values of other measurable parameters. By testing these predictions the sct of consistent
interpretations can be further constrained.  Figure 54 shows how, The first step is simply to find all
measurcments that have not yet been made. Step 2 classifies cach interpretation according to what it predicts
about that measurcment, using information saved during the interpretation process. If the interpretation
docsn’t constrain the quantity, then for simplicity it is placed in all the sets, even though it is possible that the
assumption neeessary to make it be some particular value might lead to a global contradiction. If it is
necessary to make absolutely sure that only consistent diagnoses are made, then a test similar to the global
consistency test in procedurc INTERPRET could be used. Should there be only one consistent interpretation the
tablc constitutes a sct of predictions, since an interpretation can assign at most one D¢ valuc to cach quantity.
Otherwise, the interpretations associated with cach possible value of a measurable parameter are presented as
a diagnostic. GIZMO currently it makes no further usc of the results itself, although the results are presented
to the user on request.

10.3 Three containers

This example consists of three containers £, 6, and H. cach containing some watcer, as depicted in
figure 40, f and 6 arc connccted by fluid path p1 and 6 and # are connected by luid path p2. Figure 5§
describes the scenario. Suppose we measure the level in 6 and find that it is decrcasing. What could be

1. A nogood sct is a collection of premises which are mutuatly contradictory.  Fruth-maintence systems
usually include some means of annotiting these sets when discovered. (o prevent wasting extra effort deriving
their consequences.

RIS |
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Fig. 54. Diagnosis algorithm

:Let OBS be the set of measurements taken
. ;Let INTERPS be the set of consistent interpretations of (0BS

P

3 Procedure Diagnosis
" 1. Let NEW be empty. For each type Q of measurable parameter,
1.1 For each individual I that has Q,

1.1.1 If Q(I) is not constrained by OBS, add it to NEW

p..
3 2. For each quantity Q in NEW. construct a table entry
e consisting of three sets, INCREASE, DECREASE, and CONSTANT.

A & A X & 5. ¥ v

r 2.1 For each interpretation I in INTERPS,

2.1.1 If in I D [Q] = 1, add I to INCREASE

2.1.2 If in 1 DG[Q] = 0, add I to CONSTANT

Bhland o s

2.1.3 If in 1 D[Q] = -1, add I to DECREASE

2.1.4 If in 1 Dg[Q] is unknown, add it to
INCREASE, DECREASE, and CONSTANT.

3. If there is just one interpratation in INTERPS, present
the table contents as predictions.

4. Otherwise, present the table contents as a diagnosis.

C WY VR P

causing this?

To begin with, we must find the possible view and process instances. If we perform claboration on
the situation 3¢-START, we will get view instances representing cach state of water (the only substance in this 4
domain) in cach container and representing the possibility for flow through the two paths. The only process )
mistances will be fluid flow, one instance corresponding to flow in cach direction of cach path. No heat paths :
were specified. hence no instances of heat flow were found, and therefore no instances of boiling exist. Figure
° 56 provides the names of these instances. The initial conditions in the scendario ensure that only water in the
3 liquid form cxists, and we will further assume that all the paths can support flow in all directions (i.e., that all
the instances of 1iquid-flow-supporting arc active). The only instances whose statucs arc not known are the

Sebord a2 o

four process instances, and so they will comprise the search space. -
. . . 9

[f we trace the interpretation search, we sce: .

1

Beginning search on 3C-START...
Status Assignment 1
A1l assumed inactive.
-- Inconsistent, for LOCAL reasons.
Status Assignment 2 :
PI-3
-- Inconsistent, for LOCAL reasons.
L] Status Assignment 3
PI-2
-- Consistent.

L
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Fig. 55. Three Containers Scenario

(defscenario three-containers
(Individuals F G H P1 P2

(c-s

(c-s

(c-s

(Facts (Container
(Container
{(Container

WATER LIQUID F)
WATER LIQUID G)
WATER LIQUID H))
F)
G)
H)

(Fluid-Path P1)
(Fluid-Path P2)

(Fluid-Connection P1 (c-s WATER LIQUID F)
(Fluid-Connection P1 (c-s WATER LIQUID G)

c-s WATER LIQUID G))
c-s WATER LIQUID F))

E
Fluid-Connection P2 (c-s WATER LIQUID G) {c-s WATER LIQUID H))
{

{
(Fturd-Connection P2 (c-s WATER LIQUID H)

(Always (Egqual-To
(tqual-To
(Equal-To
(Equal-To

c-s WATER LIQUID G)))
(A (max-height P1)) (A ((height bottom) G)))
(A (max-height P1)) (A ((height bottom) F)))
(A (max-height P2)) (A ((height bottom) G)))
(A (max-height P2)) (A ((height bottom) H)))

(Aligned P1)
(Aligned P2))
(In-Situation 3C-START
(Individuals F G H P1 P2

(c-s WATER LIQUID F)
(c-s WATER LIQUID G)
(c-s WATER LIQUID H))

(Facts (Greater-than (A (amount-of-in water liquid F))

ZERO)
(Greater-than (A (amount-of-in water liquid G))
ZERO)
(Greater-than (A (amount-of-in water liquid H))
ZERO)
(Equal-to (A (amount-of-in water gas F))
ZERO)
(Equal-to (A (amount-of-in water gas G))
ZERO)
(Equal-to (A (amount-of-in water gas H))
ZERO})))

Status Ass.gnment 4
PI-1
-- Consistent.
Status Assignment 5
PI-1
PI-3
-- Consistent.
Statuvs Assignnent 6
PI-1
PI-2
-~ Consistent,
Status Assignment 7
P1-0
-- Inconsistent,
Status Assignment 8
PI-0
PI-3
-- Inconsistent,
Status Assignment 9
P1-0
PI-2

for LOCAL reasons.

for LOCAL reasons.
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Fig. 56. View and process instances for three containers scenario

For Situation 3C-START

IVI-0: VIEW-INSTANCE(LIQUID-FLOW-SUPPORTING, C-S(WATER, LIQUID, F),
C-S(WATER, LIQUID, G), P1)
IVI-1: VIEW-INSTANCE(LIQUID-FLOW-SUPPORTING, C-S(WATER, LIQUID, G),

C-S(WATER,

LIQUID, F), P1)

IVI-2: VIEW-INSTANCE(LIQUID-FLOW-SUPPORTING, C-S(WATER, LIQUID, G),

C-S(WATER,

LIQUID, H), P2)

IVI-3: VIEW-INSTANCE(LIQUID-FLOW-SUPPORTING, C-S(WATER, LIQUID, H),
C-S(WATER, LIQUID, G), P2)

IVI-4: VIEW-INSTANCE(CONTAINED-STUFF, F, WATER, LIQUID)

IVI-5: VIEW-INSTANCE(CONTAINED-STUFF, F, WATER, GAS)

IVI-6: VIEW-INSTANCE(CONTAINED-STUFF, G, WATER, LIQUID)

IVI-7: VIEW-INSTANCE(CONTAINED-STUFF, G, WATER, GAS)

IVI-8: VIEW-INSTANCE(CONTAINED-STUFF, H, WATER, LIQUID)

IVI-9: VIEW-INSTANCE(CONTAINED-STUFF, H, WATER, GAS)

PI-0: PROCESS-INSTANCE(LIQUID-FLOW, C-S(WATER, LIQUID, F), C-S(WATER, LIQUID, G), P1,

IvVI-0)

PI-1: PROCESS-INSTANCE(LIQUID-FLOW, C-S(WATER, LIQUID, G), C-S(WATER, LIQUID, F), P1,

IVI-1)

PI-2: PROCESS-INSTANCE(LIQUID-FLOW, C-S(WATER, LIQUID, G), C-S(WATER, LIQUID, H), P2,

IvVI-2)

PI-3: PROCESS-INSTANCE(LIQUID-FLOW, C-S(WATER, LIQUID, H), C-S(WATER, LIQUID, G), Pz,

IVI-3)

-- Consistent.

There are 5 consistent interpretations.

Notice that the generator is informed by the constraint that the quantity conditions be consistent, for although
combinatorially sixteen status assignments arc possible, only the ‘nine assignments which result in unique
inequality relationships between pressures are generated. Of these nine, four are inconsistent with the
measured decrease in the Ievel in G. The consistent interpretations are shown graphically in {igure 571 If we

ask for a diagnosis. we get:

Suggested Measurements:

For (M LEVEL(C-S(WATER, LIQUID,
Increasing indicates M-I-5, M-I1-4,
Constant indicates M-I-2.
Decreasing indicates M-I-8.

For (M LEVEL(C-S(WATER, LIQUID,
Increasing indicates M-1-8, M-I-5,
Constant indicates M-I-3.
Decreasing indicates M-I-4.

F)) 3C-START):
M-1-3.

H)) 3C-START):
M-1-2.

Supposc we measure the level in F and find that it is decreasing. If we trace the interpretation scarch

again, we sce:

1. Notice that if we knew the measurement was taken over an interval of time rather than an instant, we
could further rule out M-1-2 and M-1-3. since they describe sitvations that can only last for an instant.
GIZMO's algorithms assume the mcasurement was made at an instant.

UGy
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Fig. §7. Consistent interpretations for b _[1evel(G)] = -1
The actve instances of fluid flow are indicated by arrows pointing
n the direction of the low,

M-1-2 F G -->H
M-1-3: F <-- G H
M-1-4 F <== G <=- H
M-1-5: F <-- G ~--> H
M-1-8: F-->G-->H

Beginning search on 3C-START...
Status Assignment 1
PI-3
Status Assignment 2
PI-2
-- Inconsistent, for LOCAL reasons.
Status Assignment 3
PI-1
-- Inconsistent, for LOCAL reasons.
Status Assignment 4
PI-1
P1-3
-- Inconsistent, for LOCAL reasons.
Status Assignment 5§
PI-1
PI-2
-~ Inconsistent, for LOCAL reasons.
Status Assignment 6
PI-0
Status Assignment 7
PI-0
PI-3
Status Assignment 8
PI-0
PI-2
-- Consistent.
There is one consistent interpretation.

The assignments where no comiment was made as to consistency were immediately ruled out by nogood scts
created during the previous search, thus only five status assignments were considered in detail. Of these five,
only M-1-8 is consistent with both mcasurements. [f we ask for a new diagnosis we get a prediction:

There is just one consistent interpretation.
It predicts:
(M Os[LEVEL({C-S(WATER, LIQUID, H))] 3C-START) = 1

Given the interpretations depicted above, this answer is correct.
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11. Fnvisioning

Envisioning is a technique that generates all possible outcomes of some initial situation.  Although
covisiomng s mmportant i its own right as a means of making predictions, it also ustrates how the basic QP
deductions can be weaved weether to perform more complex deductions. This chapter describes the basic
ey isioning algorithim and discusses two critical problems which arise in envisioning -- namely how to match
sitwations and how to decide what o situation tooks like after changes have occured, the frame problem for
simulation, The results of the algorithm on several examples are presented.  Also rules are described for
summarizing the envisionment in order to draw conclusions about final states, changing cquilibriums, and
oscillations.

11.1 The algorithm

Figure 58 describes the basic algorithm. Roughly. here’s how it works. [f the initial situation is not
completely determined, it is cither because the status of some process or view instance is unknown or some
influences are unresolved.  In this casc, the cenvisioner creates new situations to represent the various
possibilities (step 2). The bulk of the envisioner consists of two loops. The outer loop uses limit analysis to
determine what state changes can occur for cach situation. The inner Joop constructs the situation which
would result from cach quantity hypothesis, testing to sce if that situation has been generated before. If it has,
then the fact that the transition being considered leads from the current state to the state matched is noted.
Otherwise, the new state (or states, if some influcnces cannot be resolved) representing the results of that
change is added to the list of situations generated so far and queuced so that changes in it will be determined in
turn.

The sections which follow describe certain aspects of this algorithm in detail.

11.1.1 Finding completions

Indeterminacy can arisec during cnvisioning in two ways. First, the initial statc may not be
completely determined (step 2). Sccond, influence resolution may yicld ambiguities, preventing full
knowledge of the o values for a situation (step 3.2.3.2). In both cascs, new situations are constructed which
represent the different alternatives for the undetermined information.  ‘The situations which represent
alternative status assignments are called s-completions. "The situations which represent alternative influcnce
resolutions are called rcompletions.

S-complctions are generated by a dependency-directed scarch over the unknown status assigniments,
creating a situation for cach consistent set. A similar dependency-directed search over unknown o values is
used to generate r-completions, with one additional subtlety.  Somc possible values are ruled out by
continuity constraints - if, for example, a 0, value was -1 in a previous situation, then by continuity it cannot
be 1 in the next situation. These constraints are honored by passing in assumptions about which D¢ valucs are
illegal due to continuity constraints.
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».' Fig. 38. F'mvisioning algorithm »
- 4
L

. [ |
- Procedure Envision |
1. tet S be the initial situation and the set SITUATIONS initially R

4 be empty. #

4

2. If the process structure or view structure of S is incomplete,

[ then let QUEUE = SITUATIONS = R-COMPLETIONS(S-COMPLETIONS(S)).

i[ if any Ds values in S are unknown, let

e QUEUE = SITUATIONS = R-COMPLETIONS(S)

‘¢ otherwise, let QUEUE = SITUATIONS = (S} 4
{ 3. While QUEUE is not empty, let S1 = first(QUEUE) and ]

"

QUELZ = rest(QUEUE).

3.1. Perform 1imit analysis on S1. Initialize QH-QUEUE
to be the set of quantity hypothesis which result.

‘ 3.2. While QH-QUEUE is not empty, let
QH = head(QH-QUEUE), QH-QUEUE = tail(QH-QUEUE)

P —

3.2.1 Let S2 = NEXT-SITUATION(S1, QH).

3.2.2 If any situation S3 € SITUATIONS matches S2,
install a transition pointer from S1 to S3 via QH.

Y SRS W SRR

3.2.3 Otherwise, install a transition pointer from St to S2

n

¢ via QH. 1
f 3.2.3.1 If S2 is r-complete then add S2 to QUEUE and ’
{ SITUATIONS. 1
i R
b 3.2.3.2 If S2 is not r-complete then add S2 to B
- SITUATIONS and its r-completions to 4
(] SITUATIONS and QUEUE.

*

R
- 11.1.2 Matching S

q

Matching situations is simple. Two situations are identical if they contain the same individuals, have

,
, a4

the same view and process structures, if cach corresponding quantity has the same o value, and if each
guantity space is the same. In practice it is simpler to match over the contents of the situation’s comparison
table rather than the guantity spaces, since it contains the union of the information in the quantity spaccs. 3
e For conciseness, we will call this set of incquality information the gstate of the situation.
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11.1.3 Temporal inheritance

Deducing what the world looks like after some change has occured is a form of the frame problem.
Using the QP ontology greatly simplifies this problem.  We will stay entirely within QP theory by only
considering the changes in inequalitics predicted by limit analysis, and ignoring changes in preconditions that
might be predicted by external theories.!

The algorithm is formulated in terms of remporal inheritance, carcfully making assumptions about
which facts will hold in a new situation. Three remarks are in order before describing the procedure in detail.
First, we will call an individual whose cxistence is predicated on the status of a view or process instance a
dynamic individual, and a staric individual otherwise. An cxample of a dynamic individual is the water in a
container, and an example of a static individual is the container itse)f. Second. we will assume that, unless we
know otherwise, individuals which exist remain in existence. Third, nete that the inequality relationships
which comprise the gstate can be divided into two classes, those which are mentioned as possibly changing by
some quantity hypothesis and those which aren’t. The subsct of the gstate which might change is called €.
Importantly. if we assume that the change represented by a particular quantity hypothesis occurs, we are also
assuming that the changes it explicitly mentions occur and no others from € change. This follows from the
definition of a quantity hypothesis.

Figure 59 describes the temporal inheritance algorithm. We begin by constructing a situation and
slices to represent the individuals (including view and process instances) after the change. Constructing a
slice. of course, is not tantamount to assuming that the individual actually exists.  While we can predict the
comings and goings of dynamic individuals, any changes in the cxistence of static individuals must be
predicated on considerations outside QP theory. Step 2 acknowledges this fact by assuming that any static
individuals remain in existence. Step 3 recognizes that, on the whole, changes in preconditions cannot be
predicied within QP theory. There are certain exceptions (such as the pirection-0f relationship introduced
when discussing motion in scction 8.3). and these are cexplicitly marked as being deducible and thus are
ignored by the temporal inheritance algorithm because they will automatically be recomputed from other
information for the new situation.

Step 4 simply enforces the requirement that the quantity hypothesis Qu really is the change which
occurs - the subsct of the relationships in € which it mentions change, and no others in & do. A contradiction
at this point indicates that Qu represents an impossible change. Step S implements the persistence assumption
for dynamic individuals; a dynamic individual will vanish only if the incqualities it depends on change. Step
6 implements the persistence assumption for inequalities; namely that an incquality will remain true unless
you ¢xplicitly know (or have deduced that) it has changed.

The motivation for the particular ordering in these steps can best be illustrated by example. Clearly
the static individuals must be around to determine whether or not view and process instances can be active
(since being active implics the instance cxists, and the instance cxists if and only if the individuals which it
occurs among do). and hence whether or not dynamic individuals can exist. Consider a can containing water

1. Whilc predicting that preconditions will change is gencrally outside the relm of QP theory. it appears that
determining the cffects of such changes on QP descriptions would be a straightforward modification of the
algorithm presented here.
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I'ig. 59. Temporil inheritance

Procedure Next-Situation(S, QH)
1. Construct a situation NEW.

2. For each static individual i in §,
assume i exists in NEW.

3. For each fact f which serves as a precondition
in § which cannot be recomputed, assume f holds
between the corresponding slices of NEW.

4. Assume the new inequalities specified by QH hold in the
new situation, and that all inequalities in Q but
not specified by the QH hold in the new situation.

5. When consistent, assume that dynamic individuals
which exist in S exist in NEW.

6. When consistent, assume that the inequality relationships
in the gstate but not in @ still nold.

Note: If any required assumption (steps 2, 3, and 4) leads to a
contradiction, then the QH represents an inconsistent change.

but no stcam which is being heated on a stove. If we fail to distinguish between the incqualities in @ and its
complement with respect to the gstate (in effect, merging steps 4 and 6). then we could never conclude that
the water would boil. because boiling forces the existence of stcam in the can, which would conflict with the
inherited assumption that the amount of stcam in the can was zero. Suppose we inherited the existence of
dynamic individuals before updating the changed incqualitics (i.c., reverse steps 4 and 5). Then we could
never conclude that, given boiling occurs, that the water will all boil away, since the assumption that the water
exists will contradict the assumption that the amount of water becomes zero. Steps 5 and 6, on the other
hand, can safely be performed in cither order, since any changes in existence will be predicated on the set of
incqualitics that change.

11.2 Summarizing behavior

Envisioning results in a description of all behaviors possible from the initial situation. This
description, the envisionment, can be used to dircctly answer some types of questions. To determine if a
situation with particular propertics is possible, for instance, one needs only to inspect the envisionment to sce
if a state having thosc propertics is present. If such a state is present then the situation is possible, and if it
isn’t then, bhecause the envisionment is complete, the situation is impossible. However, further processing is
required to answer other kinds of interesting questions, such as whether or not the system being analyzed will
oscillate or what its eventual fate will be. In addition, the cnvisionment is often large and complex;
summarization techniques are required to make some kinds of dynamical information cxplicit, such as
changing cquilibriums.

‘The envisionment is a rooted. directed graph, with the possible situations comprising the nodes and
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the transitions between them (changes represented by quantity hypotheses) constituting the links. In carlier
work on envisioning [FForbus, 1981a), dynamical properties were identified with graph-theoretic propertics of
the envisionment. ‘The final states a system may take on are identificd with states that have no links leading
out. Oscillations were identified with cycles in the graph. On the whole this same theory works with the
cnvisionments produced with QP theory. Two new factors require modifications, however.  First, the
phenomena of stutter means that not all cycles correspond 1o oscillations (see section 5.1). Sccoad,
ambiguitics can arise in the 0 values, resulting in some links and states which represent lack of knowledge
rather than state transitions,

IFigure 60 describes GIZMO’s summarization algorithm. The first step is to make a copy of the
cnvisionment that can be mutated to serve as the summary. ‘Then the situations which represent
r-completions of some situation arc merged together to reduce the branching factor of the graph (step 2).
Since stutter cycles can casily be distinguisited, it makes sense to find them next and replace those states with
a description of the overall behavior manifested during the cycle (Steps 3 and 4). Step S simply finds and
records all remaining cycles in the graph. Finally, all states with no links Icading out are found and marked as
final statcs.

As mentioned previously, stutter can be distinguished from oscillation because every state in a
stutter cycle will only last an instant. Stutter often appears in conjunction with situations that are incomplete
in o values. Rather than find distinct stutter cycles for cach r-completion and merge them later, we just
include all the r-completions in the same summary state,

The following heuristics have been developed for computing the summary of a stutter cycle. The
process and view structure of the summary state is taken to be the union of the view and process structures for
the states of the cycle. If the D value for some quantity is the same for all states in the cycle, then the D¢ value
for that quantity in the summary will be that value. 1f the 0¢ value has a net change in a single direction (such
as being 1 in some states and o in the rest). then the value for the summary will be the value of the net change.
[t is less clear what to do if the by value takes on both -1 and 1 as values during the cycle. One possible

Fig. 60. Summarization algorithm

Procedure SUMMARIZE
1, Build a copy ENV of the envisionment.
2. Merge all r-completions
3. Find all stutter cycles in ENV
4, For each stutter cycle found,

4.1 Compute a situation which describes the overall
behavior during the cycle.

4.2 Replace the cycle with the summary situvation.
5. Find and mark all oscillations.

6. Find and mark final states.
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stratagy is to examine situations before and after the cycle in order to ascertain the net change in it during the
cycle. GIZMO, however, simply marks the Dy value for the summary as unknown,

These rules are viewed as heuristics because it is not clear they will always work. For instance,
taking the process structure of the summary to be the union of the process structures for the cycle could lead
to a situation that normally would be considered inconsistent. [ have not yet constructed such a
counterexamnple, nor have | been able to prove that such cxamples don't exist. It also may not matter,
depending on the kinds of questions the summary is used to answer. Clearly the issue requires further study.

11.3 Examples
11.3.1 Two Containers

This example illustrates the basics of the envisioning algorithm. Figure 16 depicts the situation
graphically, and figure 61 shows the scenario specifying it. Two containers, named F and 6, arc connected by
a fluid path p1. The scenario specifies that initially, each container contains some water in the liquid form and
none in the gas form. that the heights of the bottoms of F and 6 are at the same height as p1, and that the level
of the water in F is greater than the level of the water in 6. We will also assume that p1 is aligned, and that the
pressure in F initially is greater than the pressure in 6. Figure 62 plots the situations that result. Here is

Fig. 61. Two container scenario

(defscenario two-containers
(Individuals F G Pt
(c-s WATER LIQUID F)
(c-s WATER LIQUID G))
(Facts (Container F)
(Container G)
(Fluid-Path P1)
(Fluid-Connection P1 (c-s WATER LIQUID F) (c-s WATER LIQUID G))
(Fluid-Connection P1 (c-s WATER LIQUID G) (c-s WATER LIQUID F)))
(Always (Equal-To (A (max-height P1)) (A ((height bottom) G)))
(Equal-To (A (max-height P1)) (A ((height bottom) F)))
;assume they are on a flat table
(Equal-To (A ((height bottom) F)) (A ((height bottom) G)))
(Aligned P1})
(In-Situation 2¢-start
(Individuals F G P1
(c-s WATER LIQUID )
(c-s WATER LIQUID G))
(Facts
ithere 1is water
(Greater-than (A (amount-of-in WATER LIQUID F))

ZERO)
(Greater-than (A (amount-of-in WATER LIQUID G))
ZERO)
iNo steam
(Equal-to (A (amount-of-in WATER GAS F))
ZERO)
(Equal-to (A (amount-of-in WATER GAS G))
ZERD))))
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Fig. 62. Two containers plot

GIZMO's description of what occurs:!

In situation SO, there is a fiow of the water in F
to G. The height of the top of the water in G, the volume
of the water in G, the pressure of the water in G, the level
of the water in G, and the amount of the water in G are
increasing. The height of the top of the water in F, the
volume of the water in F, the pressure of the water in F, the
level of the water in F, the flow rate of the a flow of the
water in F to G, and the amount of the water in F are decreasing.
A1l other quantities are constant.

After some time, the pressure of the water in F
and the pressure of the water in G become equal. This
leads to situation S3.

In situation S3, no processes are acting. The
pressure of the water in F equals the pressure of the water
in G. A1l guantities are constant.
No changes are possible.
Note that the assumptions have ruled out two possibilitics. First. the rcason that the amount of water in F
cannot go to zcro is that in 56 {a copy of 2c-start) the pressure of the water in f is greater than the pressure of
the water in 6, while if the water were to vanish. there would be a time in which the pressure in ¢ was less than
the pressure in 6 (from the correspundences linking height with level and level with pressure). That cannot

be, since it must first pass through equality (by continuity). which would make a different hypothesis true.

1. GIZMO has a very simplc built-in text generator,
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Sccond. it is not possible for the level in F to reach the maximum height of p1 (thus preventing flow) because
the maximum height of p1 is the same as the height of the bottom of F. Thus G1ZMO concludes that the only
change possible is for the pressures to cqualize.

11.3.2 Simple Boiling

This example consists of a can containing only liquid water sitting on a stove (sce Figurc 63). The
burner of the stove forms a heat path between the water in the can and the stove (we will ignore any effects of
heating the can itself). ‘The stove is modelled as a temperature source, meaning that, unlike other objects, its
temperature is not a function of heat or amount of stuff. Explosions are not modelicd in this vocabulary, so
we will assuime that the can is closed to avoid any flows of stcam. Figure 64 illustrates situations that result,
and here is GIZMO's synopsis of them:

In situation S4, there is a heat flow from STOVE to the
water in CAN. The temperature of the water in CAN and the
heat of the water in CAN are increasing. The heat of STOVE
and the flow rate of the heat flow from STOVE to the water in
CAN are decreasing. A1) other quantities are constant.

The possible changes are:

1 After some time, the temperature of the water in CAN
rises to the temperature of STOVE and the temperature
of the water in CAN rises to the boiling temperature
of the water in CAN. This leads to situation S5.

2 After some time, the temperature of the water in CAN
rises to the temperature of STOVE. This leads to
situation S6.

3 After some time, the temperature of the water in CAN
rises to the boiling temperature of the water in CAN.
This leads to situation S7.

Fig. 63. Boiling scenario

(defScenario Can-on-Stove
(Individuals CAN
(c~s WATER LIQUID CAN)
(c-s WATER GAS CAN)
BURNER
STOVE)
(Facts (Container CAN)
(Heat-path BURNER)
(Heat-Connection BURNER STOVE (c-s WATER LIQUID CAN))
(Temperature-Source STOVE))
;the fcilgwing two facts follow as consequences of
cunimplemented touch relationships
{Always (Meat-(cnnection BURNER STOVE (c-s WATER GAS CAN))
{Heat-Aligned BURNER)
(tqual-to (A (temperature (c-s WATER LIQUID CAN)}))
(A (temperature (c-s WATER GAS CAN)))))
(In-Syrtuation Start
(Individuals CAN BURNER STOVE (c-s WATER LIQUID CAN))
(Facts (Greater-Than (A (amount-of-in WATER LIQUID CAN)) ZERO)
(Equal-To (A (amount-of-in WATER GAS CAN)) ZERO)
(Less-Than (A (temperature (c-s WATER LIQUID CAN)))
(A (temperature STOVE))))))
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Fig. 64. Boiling Plot
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In situation S5, no processes are acting. ZERO
equals the amount of steam in CAN, ZERO is less than the
amount of water in CAN, the boiling temperature of the water
in CAN equals the temperature of the water in CAN,
and the temperature of STOVE equals the temperature of the
water in CAN. A1)l guantities are constaat.

No changes are possible.

In situation S6, no processes are acting. ZERO
equals the amount of steam in CAN, ZERO is less than the
amount of water in CAN, the boiling temperature of the water
in CAN is greater than the temperature of the water in CAN,
and the temperature of STOVE equals the temperature of the
water in CAN. A1l guantities are constant.

No changes are possible.

In sityation S7, there is a heat flow from STOVE to the
water in CAN., the water in CAN is boiling, and a heat flow
from STOVE to the steam in CAM. The pressure of the steam
in CAN anc the amount of the steam 1n CAN are increasing.
The height of the top of the water in CAN, the volume of the
water 1n CAN, the pressure of the water in CAN, the level
of the water in CAN, the heat of STOVE, and the amount of the
water in CAN are cecreasing. A1) other guantities are constant.

After some time, tne amount of water in CAN drops to ZERO.
This leads to situation S8.

In situation S8, there is a heat flow from STOVE to the
stecam 1n CAN. The :temperature of the steam in CAN, the
pressure of the steam in CAN, and the heat of the steam in -
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CAN are increasing. The heat of STOVE and the flow rate of
the heat flow from STOVE to the steam in CAN are decreasing.
A1l other quantities are constant.

After some time, the temperature of the steam in CAN
rises to the temperature of STOVE. This leads to situation S9.

-

T

less than the amount of steam in CAN, ZERQ equals the
amount of water in CAN, and the temperature of STOVE
equals the temperature of the steam in CAN. A1l

" quantities are constant.

- No changes are possiblae.

K In situation S9, no processes are acting. ZERD is
1

Examining the envisionment step by step, we see that GIZMO deduces that, at first, only heat flow
between the container and the water occurs. ‘This flow occurs because there is a temperature difference
between the water and the stove. Since initially no stcam exists. then boiling cannot be happening since
boiling produces stecam. Either the heat flow will stop (situations $s and se). if the temperature of the stove is
icss than or equal to the boiling temperature of the water, or boiling will occur (situation s7). 1f boiling occurs
then steam will come into being. Since we arc ignoring flows out of the container or any indirect cffects of
pressure on the boiling temperature, the next thing that happens is that the water vanishes (situation s8),
ending the boiling. ‘The heat flow from the stove to the stcam will continue, raising the stecam'’s temperature
until it reaches that of the stove (situation $9).

11.3.3 Three containers

So far, the examples have cxhibited very simple behavior. Few alternative changes were possible, -
and cach change resulted in situations with all s valucs determined. et us recxamine the three containers -
cxample used to introduce the idea of stutter in section 5.1. The scenario describing the situation is just the
scenario in section 10.3. The situation plot is illustrated in figure 65. The dashed lines indicate links between

a sittation and its r-completions. Note that two stutter cycles exist, corresponding to the prospect of one flow 3
stopping before the other. Figure 66 plots G1ZMO’s summary of the situation. Notice that the two . }
collections of stutter cycles have been merged into two distinct states, making the envisionment much simpler. o
Here is GIZMO's explanation of the summary: :

The final state is S3-0. 1
The stutter cycles are summarized as S17 and S16. .

In situation S0-0, there is a flow of the water in G to F -t
and a fliow of the water in G to H. The height of the top ~

of the water in H, the height of the top of the water in F, K
the volume of the water in H, the volume of the water in F, "

the pressure of the water in H, the pressure of the water in F,

the volume of the water in G, the pressure of the water in G,
the level of the water in G, the flow rate of the flow of the
water in G to H, the flow rate of the flow of the water in G to F,
and the amcunt of the water in G are decreasing. A1l other -
quantities are constant. The possible changes are: N
1 After some time. the pressure of the water in G
aquals the pressure of the water in H and the pressure

the level of the water in H, the level of the water in F, the 9
anount of the water in H, and the amount of the water in “y
F are increasing. The height of the top of the water in G, ‘
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T Fig. 65. Three containers plot
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Fig. 66. Threc containers summary plot
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of the water in F equals the pressure of the water in G.
This leads to situation S$3-0.
2 After some time, the pressure of the water in G
equals the pressure of the water in H. This
leads to situation S16.
3 After some time, the pressure of the water in F
equals the pressure of the water in G. This
leads to situation S17.

In situation S3-0, no processes are acting. The
pressure of the water in G equals the pressure of the water in H,
the pressure of the water in F equals the pressure of the water
wn G, ZERO equals the amount of steam in H, ZERO equals the
amount of steam in G, and ZERO equatls the amount of steam in F.
A1l quantities are constant.

No changes are possible.

In situation S16, there is a flow of the water in G to F
and a flow of the water in H to G. The pressure of the water
in H starts just barely above the pressure of the water in G.
The amount of the water in F, the level of the water in F,
the pressure of the water in F, the volume of the water in F,
and the height of the top of the water in F are increasing.
The amount of the water in G, the amount of the water in H,
the flow rate of the flow of the water in G to F, the level
of the water in G, the level of the water in H, the pressure
of the water in G, the pressure of the water in H, the volume
of the water in G, the volume of the water in H, the height
of tne top of the water in G, and the height of the top of the
water in H are decreasing. With one exception, the other
quantities aren't changing. The flow rate of the flow of the
water in H to G might be changing.

After some time, the pressure of the water in G
equals the pressure of the water in H and the pressure of the
water in F equals the pressure of the water in G. This
leads to situation S3-0.

In situation S17, there is a flow of the water in F to G
and a flow of the water in G to H. The pressure of the water
in F starts just barely above the pressure of the water in G.
The amount of the water in H, the level of the water in H,
the pressure of the water in H, the volume of the water in H,
and the height of the top of the water in H are increasing.
The amount of the water in F, the amount of the water in G,
the flow rate of the flow of the water in G to H, the level
of the water in F, the level of the water in G, the pressure
of the water in F, the pressure of the water in G, the volume
of the water in F, the volume of the water in G, the height
of the top of the water in F, and the height of the top of the
water in G are decreasing. With one exception, the other
quantities aren’'t changing. The flow rate of the flow of the
water in F to G might be changing.

After some time, the pressure of the water in G
equals the pressure of the water in H and the pressure of the
water in F equals the pressure of the water in G. This
leads to situation S3-0.

Notice that we do not know how the amount of 6 is changing during the dvnamic cquilibriums - a closer
inspection of the original envisionment would reveal that it is cither constant or falling, but cannot be rising.
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L
;‘ 11.3.4 Four blobs
,
: Even very simiple situations can give rise to complex stutter, making summarization rules a necessity.
; We will examine one of those situations now 1o see just how well the summarization heuristics work. Figure
d 67 describes an objeet 6 which is surrounded by, and in heat contact with, objects F, H, and 1. Initially we will
n assume the temperature in 6 is highest, which means heat will flow out from 6 to f, #, and 1. ‘The
5 cnvisionment is sufficiently complicated that examining the situation plot would tell us nothing -- it consists
[ of 86 situations, linked by 181 quantity hypotheses and 150 r-completion links.
t- Figure 68 shows a plot of the envisionment's summary. It is still rather complicated (11 states), but it
{ is almost an order of magnitude simpler than the original description. Here is GIZMO’s synopsis of it:

The final state is S3-0.

The stutter cycles are summarized as S102, S101, S100, S99,
S88, S97, S96, S95, and S94.

In situation S0-0, there is a heat flow from G to I, a heat flow
from G to H, and a heat flow from G to F. The temperature of I, the
temperature of H, the temperature of F, the heat of I, the heat of H,
and the heat of F are increasing. The temperature of G, the heat of
G, the flow rate of the heat flow from G to F, the flow rate of the
heat flow from G to H, and the flow rate of the heat flow from G to I
are decreasing. All other quantities are constant.

The next states can be S102, S101, S100, S97, S96, S94,
and S3-0.

T. situyation S3-0, no processes are acting. The
temperature of G equals the temperature of I, the temperature
of G equals the temperature of H, and the temperature of F
equals the temperature of G. A1l quantities are constant.

No changes are possible.

Fig. 67. Four hlobs sccnario

(defscenario four-containers
(Individuals F G H I pl p2 p3)

- (Facts (Piece-0f-Stuff F)

t (Piece-0f-Stuff G)

3 (Piece-0f-Stuff H)
(Piece-0f-Stuff I)

- (Heat-Path p1)
(Heat-Path p2)
(Heat-Path p3)

(Heat-Connection P1 F G) :everything is connected through g
(Heat-Connection P1 G F)
! (Heat-Connection P2 G H)
(Heat-Connection P2 H G)
(Heat~Connection P3 G I)
(Heat-Connection P3 I G))

(Always (Heat-Aligned P1)
(Heat-Aligned P2)
(Heat-Aligned P3))
(In-Situation 4C-START
(Individuals F G H I P1 P2 P3)))
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Fig. 68. Plot of four bloh summary 1
1

In situation S94, there is a heat flow from G to H, a heat flow
frecm G to F, and a heat flow from I to G. The temperature of I is
Just barely above the temperature of G, The heat of F, the heat of H,
the temperature of f, and the temperature of H are increasing. The
flow rate of the heat flow from G to H, the flow rate of the heat flow
from G to F, the heat of G, the heat of I, the temperature of G, and
the temperature of I are decreasing. With one exception, the other
quantities aren't changing. The flow rate of the heat flow from I to
G mrght be changing.

The next states can be S100, S$S98, S96. S95, and S3-0.

In situation S95, there is a heat flow from G to F, a heat flow
from H to G, ang a heat flow from I to G. The temperature of I is
Jjust barely above the temperature of G and the temperature of H is
just barely above the temperature of G. The heat of F and the
temperature of f are increasing. The heat of H, the heat of I, the
temperature of H, and the temperature of [ are decreasing. With some
exceptions, the other guantities aren't changing. The flow rate of
the neat fiow from [ to G, the temperature of G, the heat of G, the
flow rate of the heat flow from H to G, and the flow rate of the heat '
flow from G to F might be changing.

The next states can be S96 and S3-0. i

Sl aatiade oy

In situation 596. there is a heat flow from G to F, a heat flow
from H to G, and a heat flow from 1 to G. The temperature of I is
Just barely above the temperature of G and the temperature of H is
Just barely above the temperature of G. The heat of F and the
temoerature of F are increasing. The flow rate of the heat flow from
G to f. the heat of G, the heat of H, the heat of I, the temperature
of G. the temperature of H, and the temperature of [ are decreasing.
With some exceptions, the other quantities aren't changing. The flow
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rate of the heat flow from I to G and the flow rate of the heat flow
from H to G might be changing.
The next state is S3-0.

In situation S97, there is a heat flow from G to I, a heat flow
from G to F, and a heat flow from H to G. The temperature of H is
just pbarely above the temperature of G. The heat of F, the heat of I,
the temperature of F, and the temperature of I are increasing. The
flow rate of the heat flow from G to I, the flow rate of the heat flow
from G to F, the heat of G, the heat of H, the temperature of G, and
the temperature of H are decreasing. With one exception, the other
guantities aren’'t changing. The flow rate of the heat flow from H to
G might be changing.

The next states can be $101, S99, S3-0, S96, and S95.

In situation $98, there is a heat flow from F to G, a heat flow
from G to H, and a heat flow from I to G. The temperature of I is
just barely above the temperature of G and the temperature of F is
just barely above the temperature of G. The heat of H and the
temperature of H are increasing. The heat of F, the heat of I, the
temperature of F, and the temperature of I are decreasing. With some
exceptions, the other quantities aren't changing. The flow rate of
the heat flow from I to G, the temperature of G, the heat of G, the
flow rate of the heat flow from G to H, and the flow rate of the heat
flow from F to G might be changing.

The next states can be S100 and S$3-0.

In situation S99, there is a heat flow from F to G, a heat flow
from G to I, and a heat flow from H to G. The temperature of H is
just barely above the temperature of G and the temperature of F is
just barely above the temperature of G. The heat of I and the
temperature of I are increasing. The heat of F, the heat of H, the
temperature of F, and the temperature of H are decreasing. With some
exceptions., the other quantities aren’'t changing. The flow rate of
the heat flow from H to G, the temperature of G, the heat of G, the
flow rate of the heat flow from G to I, and the flow rate of the heat
flow from F to G might be changing.

The next states can be S101 and S$S3-0.

In situation 5100, there is a heat flow from F to G, a heat flow
from G to H, and a heat flow from I to G. The temperature of I is
just barely above the temperature of G and the temperature of F is
just barely above the temperature of G. The heat of H and the
temperature of H are increasing. The flow rate of the heat flow from
G to H, the heat of F, the heat of G, the heat of I, the temperature
of F, the temperature of G, and the temperature of I are decreasing.
With some exceptions, the other quantities aren't changing. The flow
rate of the heat flow from I tc G and the flow rate of the heat flow
from F to G might be changing.

The next state is S3-0.

In situation S101, there is a heat flow from F to G, a heat flow
from G to I, and a heat flow from H to G. The temperature of H is
just barely above the temperature of G and the temperature of F 1is
just barely above the temperature of G. The heat of I and the
temperature of I are increasing. The flow rate of the heat flow from
G to I, the heat of F, the heat of G, the heat of H, the temperature
of F, the temperature of G, and the temperature of H are decreasing.
With some exceptions, the other quantities aren't changing. The flow
rate of the heat flow from H to G and the flow rate of the heat flow
from F to G might be changing.

The next state is S$S3-0.

In situation $102, there is a heat flow from F to G, a heat flow
from G to I, and a heat flow from G to H. The temperature of F is
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just barely above the temperature of G. The heat of H, the heat of I,
the temperature of H, and the temperature of I are increasing. The
flow rate of the heat flow from G to I, the flow rate of the heat flow
from G to H, the heat of F, the heat of G, the temperature of F, and
the temperature of G are decreasing. With one exception, the other
quantities aren't changing. The flow rate of the heat flow from F to
G might be changing.

The next states can be S3-0, S$100, S101, S98, and S99.

Despite the complexity, the results ook somewhat reasonable. Importantly, every state has a
consistent process structure -- the rules may someday fail, but they have survived this example.

11.3.5 Sliding block

I.ct us turn to an example involving motion. Figure 69 describes a block connected to a spring.
Figure 70 shows the situation plot, and here is GIZMO's synopsis of it:

In situation S14, SPR is stretched. There is B
accelerating to the left. The velocity of B is decreasing.
A1l other quantities are constant.

Instantly, the velocity of B drops below ZERO. This
leads to situation S15.

In situation S15, SPR is stretched. There is B moving
to the left and B accelerating to the left. The force of SPR,
the force of B, and the acceleration of B are increasing.

The velocity of B, the position of B, and the length of
SPR are decreasing. A1l other quantities are constant.

After some time, the length of SPR drops to the rest
length of SPR and the force of B rises to ZERO. This
leads to situation S16.

In situation S16, SPR is relaxed. There is B moving
to the left. The force of SPR and the force of B are increasing.
The position of B and the length of SPR are decreasing.
A1l other quantities are constant.
Instantly, the length of SPR drops below the rest
tength of SPR and the force of B rises above ZERO. This
leads to situation S17.

Fig. 69. Sliding block scenario

(defScenario Kludge-oscillator
(Individuals B
SPR)
(Facts (Block 8)
(Spring SPR))
{Always (Connected-To-Spring B SPR))
(In-Situation TO
(Individuals B SPR)
(Facts ;some initial conditions
(Equal-To (A (velocity B)) ZEROQ)
(Greater-Than (A (Position B)) ZERO))})
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Fig. 70. Sliding block plot
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In situation S17, SPR is compressed. There is B
moving to the left and B accelerating to the right. The
velocity of B, the force of SPR, the force of B, and the
acceleration of B are increasing. The position of B and the
length of SPR are decreasing. A1l other quantities are constant.

After some time, the velocity of B rises to ZERO. This
leads to situation S18.
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In situation S18, SPR is compressed. There
is B accelerating to the right. The velocity of B is increasing.
A1) other quantities are constant.

Instantly, the velocity of B rises above ZERO. This
leads to situation $19.

PP

In situation S19, SPR is compressed. There
i1s B accelerating to the right and B moving to the right.
The velocity of B. the position of B, and the length of
SPR are increasing. The force of SPR, the force of B,
and the acceleration of B are oecreasing. All other 4
quantities are constant.

After some time, the length of SPR rises to the rest
length of SPR and the force of B drops to ZERO. This
leads to situation S520.
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In situation S20, SPR 1is relaxed. There is B moving
to the right. The position of 8 and the length of <
SPR are increasing. The force of SPR and the force of
B are decreasing. All other quantities are constant.

Instantly, the length of SPR rises above the rest 1
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lTength of SPR and the force of B drops below ZERO. This
leads to situation S21.

In situation S21, SPR is stretched. There is B
accelerating to the left and B moving to the right. The
position of B and the length of SPR are increasing. The
velocity of B, the force of SPR, the force of B, and the
acceleration of B are decreasing. AIl}l other quantities are

constant.
After some time, the velocity of B drops to ZERO. This

leads to situation S14.
Since this cycle includes situations which List over an interval, this cycle is a true oscillation rather than stutter,
as GIZMO points out below:
There is no discernable final state.

The states S14, S15, S16, S17, S18, S19, S20,
and S21 comprise an oscillation.
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12. Discussion ]

This report has described Qualitative Process theory, which attemipts to capture common sense
reasoning about dynamics. Here we summarize the important idcas and discuss how they might be evaluated.
‘Then the future directions suggested by this work arc explored, followed by an cxamination of past and !
current work in this area.

12.1 Summary

8 Our common sense theories about how things change in the physical world have
a particular character.  Physical processes arc the mechanisms by which change
occurs, Reasoning about processes -- their effects and limits -- form an important
part of our common sense physical reasoning.

¥ Numcrical values can be uscfully represented by the quantity space, which
describes the vatue of a number in terms of a partial order. The quantity space is
the appropriate representation because processes usually start and stop when order
rclationships between particular quantitics change.

8 QP theory provides the means to draw several types of basic qualitative
deductions, including describing what is happening in a physical situation (finding
view and process structures), reasoning about the combined cffects of scveral
processes (resolving influences), and predicting when processes will start and stop
(limit analysis). These basic deductions can be woven together to perform more
complex inferential tasks, such as envisioning and measurement interpretation.

8 QP theory can be used to model several interesting physical phenomena for
common sensc reasoning, including flows, state changes, motion, matcrials, energy,
changing cquilibria, and oscillation.

1 QP theory provides a highly constrained account of physical causality (all
changes arc duc to a finite vocabulary of processes) and a useful notation for

expressing causal connections between quantitics (th). 1
1 QP theory provides a structured role for the use of cxperiential and default B
knowledge in physical rcasoning -- for example, in resolving influences and 3
choosing or ruling out alternatives in limit analysis, ]

4
1 QP thcory partially specifies a language for writing qualitative dynamical .
theories.  In particular, the primitives are simple processes and individual views, j]
the means of combination arc sequentiality and shared parameters, and the means ]
of abstraction are naming these combinations, including encapsulating a picee of a i
history. )

4
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12.2 Hlas the thesis been proven?

There arc two ways to judge QP theory. ‘The first way is as a prescription for a representation
language for programs which must reason about the physical world. The second way is as a psychological
theory about the structure of pcople’s common sense theories of dynamics.  Since both considerations
motvated the development of the theory, Iet us examine each in turn.

A representation language for qualitative physics should be judged by the range of phenomena it
can be used 10 model, the deductions it sanctions, and how perspicuous its descriptions are. There are
additional criteria concerning the csthetic of particular models written in the language (sce [de Kleer and
Brown, 1983]). but we will discuss these later.

To understand the range of phenomena QP theory can describe, let us consider what kinds of
difterential equations can be represented. First, we will restrict derivatives to be taken with respect to time.
Next, note that derivatives in the cquation (e.g., dx/dt) can be represented by introducing explicit quantities
which are the derivative and making the original quantity be directly influenced by the derivative (c.g., Ict v =
gx/dt, and 1+(x, v)). If the derivative of some quantitiy is cqual to a sum, cach term of the sum can be
represented by additional direct influences.  Finally, note that qualitative proportionalitics can be used to
represent combinations other than addition (e.g.. dx/dt = f(y, z) becomes v g4 ¥ Av g z). As mentioned
previously, functions which are non-monotonic must be modclled by breaking them up into monotonic
scgments. using an individual view to limit the scope of applicability for cach =< By constructing the
appropriatc process and view vocabularics, any differential cquation (with respect to time) can be
represented.  Since differential equations are the language of choice for “"real” physics, this suggests the
potential scope of QP theory is quite broad.

A more precise determination of the scope of the theory, however, rests on two additional factors.
First. in “rcal” physics the knowledge of when the cquations arc appropriate isn't part of the formal theory.
The information made explicit in QP theory’s individual specifications, preconditions, and quantity
conditions is usually specified informally. It might be the case that QP theory is inadequate for specifying
these criteria. Second, it is possible that such criteria may always be specificd in it, but in some cases only
with great difficulty (much as it is theorctically possible to write an operating system in turing machine code,
but is hardly somcthing onc would attempt in practice). The cxamples presented previously suggest the
descriptive language of QP theory is both adequate and natural. but the qucestion will only be scttled by
undertaking the construction of many domain modcls. Evaluating the uscfulness and naturalness of the
deductions it sanctions provides a similar problem; whether or not the basic deductions it provides can be
composed to implement all the kinds of dynamical reasoning desired is an empirical matter, since we do not
already have a full understanding of the class of deductions which comprisc common sense physics. While
the envisioning and mceasurement interpretation algorithms illustrate its promise. only by exploring additional
styles of reasoning will its adequacy be demonstrated. Particular suggestions are madce in scction 12.3.3 below.

T'o be a good psychological account, QP theory must explain observed psychological phenomena,
such as characteristic inferences, crrors, and learning patterns. QP theory should also lcad to falsifiable
predictions. Making such predictions is complicated because people appear to have several different kinds of
maodels for the physical world. Their models can vary widely in scope and completencess, and often contain
inconsistencies. While the overall structure of people’s knowledge about the physical world is not yet known,
there arc indications that people’s modcels include descriptions of prototypical behaviors, which we call

P N
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protohistories (see [IForbus & Gentner, 1983] for details). Protohistories are (abstracted) memories of obsenyed
events: hence questions about behavior in familiar domains may be answered by referring to them rather than
an explicit naive physics. Determining the extent to which protohistories verses an explicit naive physics is
used in reasoning about the physical world is still an open empirical question,

There are features of QP theory which may lead to testable predictions.  First. QP theory
distinguishes between independent quantities (i.c.. those which can be directly influenced) and dependent
quantities (i.c., those which cannot). 1f a subject docs not honor this distinction in making some deduction,
then QP theory is not being used to draw it. QP theory is the only gualitative physics that makes this
prediction, so if the distinction is honored then this provides support for QP theory. Second, QP theory
suggests that an explicit notion of physical process is used in human thinking about the physical world. One
way 1o test this is to look at protocols ta sce if processes are mentioned (although some effort is needed to
distinguish actual deductive work from mere figures of speech).  Another way is to make people extrapolate
behavior in an unfamiliar domain, testing to sce whether the representations they acquire include processes
and whether these processes can be specified within QP theory.

One specific prediction is that stutter phenomena will occur in human reasoning This kind of
"mythical oscillation™ which represents changing equilibriums violates the classical model of continuity; we
cannot account for pcople generating behavioral descriptions which include stutter by classical physics, nor
cven the other qualitative physics which have been developed (as we will sce below). Obscrving this
phenomena, however, won't necessarily be casy. I protohistories are used to generate the behavioral
description, for instance, then stutter -- being unobservable -- will not appear.  If no evidence of stutter is
found, then it suggests that case 2 of the cquality change law is not psychologically realistic.

So far, the only psychological experiments which have been performed are pilot studics aimed at
understanding how physical domains are learned.! Preliminary indications are that the distinction between
dependent and independent parameters is honored. When asked about how one parameter will change when
another changes, subjects knowledgable in a domain balk -- even to the extent of refusing to answer -- if the
paramecter to be changed is a dependent one. 1.ess knowledgable subjects appear to be less fastidious; they
will answer questions (often incorrectly) no matter what quantitics are involved. Clearly much more work
will be needed to adequatcly test the psychological relevance of QP theory.

12.3 Future work

There are several directions suggested by this work, both extensions and applications. Let us

examinc them now.

1. These experiments arc heing designed and carried out by Dedre Gentner at BBN and Lance Rips at
University of Chigago, as part of a study fundcd by Schtumberger-Doll Rescarch Center.

. W W W W o At B e o B B B 8 ek A awm a a~ma —mm

o -‘1

nd daded o

PR

il ackintonstoth

PRI W] Y

[ IS S W S

U W U 4

Y

[N




T

-~

Forbus -157- QP theory
12.3.1 lmplementation

As written, GIZMO is simply too slow. Generating an cnvisionment with 12 states takes over an
hour and 45 minutes, with the time increasing non-lincarly with the number of states due to increased paging.
This limits the complexity of the domain models and scenarios that can be explored. Applying QP theory to
practical problems, of course, will require much better performance.

There is nothing inherently inefficient in rcasoning with QP theory, indeed the present inefficiency

is unsurprising given the exploratory nature of the program. But the ideas are now stable, and it is time to
look into better implementation strategics.  For instance, [de Kicer, 1984] describes a new variety of TMS
(used in de Kleer's ENVISION program) which should prove useful. In addition to recording justifications,
as most truth maintence systems do. de Kleer's TMS also records the various sets of assumptions which
support a fact. This means that gencrating alternate states in measurement interpretation and envisioning can
be performed “all at once”, using a separate processing step to gather together collections of assumptions
which correspond to consistent states. Judging from observed run-times of his system, it would appear that
two orders of magnitude performance improvement is not out of the questions. There is some chance that the
speed-up would be even greater, since his system is currently running on a slower LM-2.1

Such estimates should be viewed with caution, since QP theory takes on more modelling work than
deKleer's ENVISION.  However, the pre-computation of possible individuals performed in situation
claboration (scction 9.1) might provide a simple way to usc deKicer's TMS directly.  Providing casy
interaction between the QP module and external theories is also something that will require re-thinking in this
ncw implementation.

-

12.3.2 Domain models

Developing qualitative modecls of the physical world around us is an intellectually demanding task;
while QP theory makes this task casicr, it still is not trivial. The particular domain modcls described in this
thesis refleet more on the limited time available for development than on what 1s possible using QP theory.

There are several dimensions along which the present model of fluids can be improved. First, some
theory of solids and the phase transistions involving them is needed. Sccond, the individuating criteria for
fluids also nceds to be more sophisticated, to model more complex types of mixtures (suspensions and

solutions, for instance) and more varicd mixture geometries (such as liquids which don’t mix and bubblcs). 1
Third, the “kinematics™ of fluids, the theory of fluid paths and heat paths, needs to be extended to cover real ;

piping systems, flows caused by mixing. and flows through free space. Finally, the molecular collection
ontology, which describes fluids in terms of "little picces of stuff™” that arc imagined to cohere as they pass

through a system, must be better developed and integrated with the contained fluid ontology. 1
The interaction between the contatned fluid and molecular collection ontologics bears remarking, 1
There are certan questions which can only be asked in the context of the molecular collection ontology, such
as "What happens to the water fed into the boiler?” Other questions require using the molecular collection
v

1. GIZMO ran over five times faster when transported from an 1.M-2 to a Symbolics 3600.
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:1 ontology to generate an answer. Here is one such question: "Suppose the boiler's feedwater temperature
mcreases. What happens to the temperature of the stcam at the superheater outlet?” (see figure 71). The

. answer runs something like this:

: The increased feedwater temperature means less heat will be required to make it botl, hence the

rate of steam generation will increasc. This means it will be flowing through the superheater fuster
(assuming the load sinks it all), and since it remains in the superhcater for a shorier tune the amount
of heat transferred will be less. Thus the temperature at the superkeater outler will decrease.!
There arc several interesting features of this description.  First, the contained fluid ontology is clearly
insufficient, since in it we cannot talk about stuft remaining in the superheater for less time. only "the stcam
in the superheater”. Sccond. tume and rate differences are explicitly mentioned, suggesung that differential
qualitative analysis (sce section 5.4} is being uscd. Finally, notice that the contained fluid ontology is still
required to deduce the overall structure of what is happening in the system -- that heat is flowing to the water
in the boiler (part of which is the now hotter feedwater) and that stcam will flow from the botler into the
superheater and out to the load. Drawing these conclusions from an arbitrary picce of stuff scems well nigh
impossible, since they depend on the properties of all of the stuff in a place and what that stuff is connected
to.2

These considerations lcad to an interesting conjecture about the relationship between the two fluid
ontologics. In rcasoning about a fluid system, it scems the contained-fluid ontology is constructed by defauit

Fig. 71. A Boiler Problem

Steam
Superheater e
P Output
steam
Boiler
AN ANANS

Feedwater —_—

iy

1. This question is among the most difficult asked of trainces in the Navy Surfuce Warfare Officer’s School
propulsion enginecring course.
2. Atlcast, neither 1 nor anyone clse to my knowledge has succceded in doing so. despite much cffort.
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and used to establish what is happening in the situation (i.c., the process structure). 1 the question requires
using the molecular collection ontology. the history for a picce of stuffis created by transformations operating
on the contained fluid description. For example, if a picce of stutfis inttially in a particular place and there is
a flow out of that place, a motion episode is constructed to represent the fact that eventually those particular
molecules will be found i the destination of that flow. If a boiling is occuring to the contained-liquid the
collection is a part of. then a state-change episode will be added to its history, and so on. The questions about
the molecular collection can then be answered using this history, cither by accumulating propertics along the
history (such as temperature changes) or by performing differential qualitative analysis.  Investigation into
exactly what kinds of questions require the molecular collection ontology is proceeding, and computational
cxperiments are planned.

The models of motion presented could also stand substantial improvement. The present model is
impoyverished due to a flaw in the implementation; until recently, there was no way for GIZMO to know that
certain domain-dependent sets had to be updated as it went - in this case, the set of forces on an object. This
limitatton has heen fixed. and a better motion model is under development. Moving to more than one
dimension, however, will lead to a new set of problems. In some cases (particularly mechanistns) it should be
possible 1o break a multi-dimensional motion up into one-dimensional picces which, when combined, yicld
the actual motion of the object.! As remarked in section 4.3, the most useful gencral stratagy might be to use
the gqualitative state representation of motion (see section 4.3.2) to gencrate descriptions of possible motion,
and use QP theory to provide further analyses, But these are empirical questions.

Other domains should be explored as well, The most tempting domain is electricity, since it also
minimizes kinematic information.  Another interesting feature is that clectronics is precisely where a
device-centered ontology works best. because the high interconnectivity makes finding explict flow paths
computationally intractible for circuits of moderate complexity. By contrasting device-centered models with
process-centered models, we should be able to sharpen our criteria about when cach is appropriate.?

12.3.3 Styles

This report cxplored two styles of reasoning, envisioning (as a means of prediction) and
mceasurement interpretation. ‘There are several other styles to explore as well. Here we will discuss extensions
to measurement interpretation and prediction, and issues which arise in planning and design.

1. According to [Reulcaux, 1875} the ability to use such decompositions is a central constraint on the
well-designed mechanisni, Many mechanisms, however, do not have this property.

2. In [Forbus & Gentner. 1984] it is conjectured that people’s carly modcls of clectricity are
process-cemtered. and as more complex circuits are studied a device-centered model is generated. Exploring
this ontological shift might improve our understanding of how people use both types of models.
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12.3.3.1 Measurement interpretation

The theory presented here for interpreting measurements appears adequate for its intended purpose,
although the pruning heuristics must still be tested empirically. 1t also appears that the theory for the "one
look™ case can be extended to interpret measurcments taken across time.  An interpretation would be
eeneralized w a Aistory, and measurements would correspond to pactial information about this history. The
description of measurements remains unchanged, the only difference being that ditferential distinguishability
will be used over intervals of significant duration. There is an additional problem of segmentation, finding
intervals where the process structure does not change. A heuristic is to use changes in 0 values as a minimal
st of boundaries. since these must correspond to changes in the resolving of influences. Additional divisions
may be necessary, because changes in unobserved quantitics may take time to propagate to distinguishable
changes in obseryed quantitics -- for example, a stove may be on for some time before you deduce that fact by
secing steam pour out of a kettle on top of it.

The "one look"” algorithm could be used to build interpretations for what is occuring during cach
episode implied by the boundarics. The pruning constraints and heuristics described above stilt hold -- cven
if we watch for five minutes. cvaporation still won't empty a drinking glass. Because the cpisodes are
connected. the interpretation for any particular episode has to be consistent with the interpretations for the
ones around it.  In particular, the interpretation for cach cpisode has to correspond to a process structure
implied by some limit hypothesis for the process structure implicd by the interpretation of the episode before
it. This constraint also suggests an alternate strategy - use the "one look™ algorithm to develop an
interpretation for the carliest set of mecasurements, then use limit analysis to construct the situations that could
come next. If any of those sitwations are legitimate interpretations for the next set of measurcments then
continue. otherwise try a new interpretation for the initial set of measurcments. The advantage of this stratagy
is that it exploits the constraints imposed by the (hypothesized) initial conditions.

12.3.3.2 Prediction

Making predictions by envisioning is like problem-solving by exhaustively generating the search
spiace -- it works, but surcly we can generally get by with less work. Two kinds of prediction questions are
"Can this state occur?” (questions of artainability) and "Where will the system end up eventually?” (questions
of disposition). We consider attainability questions first,

In classical problem solving, heuristic scarch is used to construct a path from the initial state to the
goal state. To cast prediction in this mold we must introduce somie notion of operator. The obvious notion is
that an occurrence of some process or processes should count as an operator that reduces the difference
(described as quantity space values and the statuses of instances) between a situation and the goal. In many
problemi-solving situations it is more convenient to work backwards from the goal. For prediction this does
not appear to be the case. since the number of potential operators is large and because it ignores the
constraints imposed by the initial conditions.  Working forward corresponds to sclecting a subsct of the
poussible changes presented by limit analysis to carry on with. While this might speed up finding a situation
that doces occur, if the situation doesn't oceur (and if we don't introduce arbitrary resource limitations) then
we will do the same amount of work as envisioning. This suggests developing seperate methods to quickly
rule out states which cannot exist. [f. for instance, there is no water in any form in a situation and no process
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which generates it from some other substance, then a situation in which water appears is impaossible. [ suspect
that ruling out possible states might profit from consequent reasoning, but | hine no evidence one way or the
other.

To figure out what final states a system might reach, we might try ignoring the initia] conditions and
determine all states that are possible from the individuals and instances in the claborated situation.! Those
states which have no consistent quantity hypotheses are possible final states. Now the problem is reduced to

the problem of finding which of these states are attainable,
12.3.3.3 Planning

Another way we use our common scnse knowlege of physics is in constructing, analyzing, and
debugging plans that involve the physical world. Consider assembling a printed circuit board. [If we were
constructing an assembly plan from first principles. o fragment of our reasoning might look like this:

A component is connected by soldering it to pads: this requires melting solder that is in contact with
both the pad and the wire. A soldering iron has a temperature which is greater than the melting point of solder,
so placing it in contact with the wire and pad to estabiish a flow path for heat will do the job. However, the
soldering iron’s temperature is high enough to damage many of the components. So whatever path the soldering
iron moves through had better not come too close to those components.

Two things have occured in this scenario: knowledge of objects and processes has been used to
acnerate o prece of a plan for accomplishing a task (use a soldering iron to create a heat flow which will cause
the solder to mely), and constramts are placed on any claboration of the plan to avoid undesired effects (don't
bring the iron near heat-sensitive components on the way).  Suppose further that we have generated a
complete plan. and exccuted it on a particular circuit board.  The report we reccive is that several
heat-sensitive components on the board were damaged. We might then decide:

The heat-sensitive companents were brought to oo high a temperature sometime during assembly; the
only time there was an myluence on their temperature was during soldering. Next time I won't hold the iron on
them for so long.

This example of debugging requires a differential analysis: we must find what aspects of the
sttudtion are responsible for the undesired event and figure out how to madify the plan to prevent them. QP
theory sheuld be nseful in generaung and analyzing such plans. ‘The first step in plan generation might be to
deseribe the desired hehavior as a partial history for the objects involved.  Initially plan steps might be
cenerated by synthesizing difference operators from the process vocabulary and using these operators to
create a plan by standard means-end analysis. Further constraints on the plan steps might be determined by

1. This is essentially how de Kleer's ENVISION proceeds -- it gencrates consistent states for the device
network. and then finds all the transitions between them. In general it will do more work than the envisioning
procedure presented here, because it will generate states that are unattainable from the initial state.
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analyzing the possible transitions between distinet episodes of the planned behavior: the plan must be
designed so that the transition to the next planned behavior is the one that actually occurs, Conditions to
prevent, such as heat damage above, are modelled by requiring that certain transitions and processes not
occur.

Debugging a failed plan (and sometimes claborating a plan) requires differential diagnosis to figure
out what should be changed so that what is desired occurs, as opposed 1o what actuatly occured (or might
oceur). Differential quatitative analysis should be a useful technigue for providing such answers,

12.3.3.4 Design

Another interesting problem is design. the problem of developing specifications for a constructable
artifact which exhibits a desired behavior. Aside trom the importance of understanding the design process in
general, examining mechanical desien should illuminate two important issucs in naive physics.  lirst,
mechanical design could drive the development of extension theorics for quantities and functions, since
estimates of empirical factors such as strength of materials often scem important in ruling out classes of
designs.  Sccond. ovaluating potential designs will require a better understanding of how to integrate
contraint-oricnted reasonming with causal reasoning. Consider designs for perpetual motion machines. While
many explanations of how they work can be rejected because they ignore certain physical processes (usually
some form of friction). other explanations can only be rebutted by detailed consideration of encrgy
conservation. While a start has been made on such reasoning (sce scction 4.5), much remains to be done.

12.3.4 Quulitative Kinematics

Qualitative theories of shape and space will be required in addition to a qualitative dynamics to
construct a full naive physics. While the broad outlines for theories of space ([Forbus, 1981} [Simmons, 1984])
and shape ([Brady. 1984]) exist, we scem to be a long ways from theories which can duplicate the wide range
of everyday phenomena people reason about. Fven so, the eventual goal of uniting dynamics and kinematics
suggests two constraints on the structure of a qualitative kinematics.  First, the primary poal of a qualitative
kincmatics is (o determine possible geometric interactions between objects,  Examples include determining
whether or not something will roll on a particular surface and what objects lic in a particular dircction from
another.  Sccond, when possible, a qualitative  kinematics should suggest ways of decomposing a
multi-dimensional problem nto a connected set of one-dimensional problems. For instance, when reasoning
about what a rolling object will collide with, the various object boundaries atong the direction of its path
could be modelled as elements in a position quantity space, ordered by their distance along the path from the
object. T imitanalyvsis would then predict that it might collide, might stop rolling duc to friction, or might stop
just at the boundary of the first obstacle.

12.3.5 Lecarning

Unlike formal physics, most of our common sense models of the physical world appear to be derived
from cxpenence in the world. Since evervone does learn some version of naive phystes, 1t secms a better
candidate tor explonng experiential learnmg than domains people don’t learn without i teacher.  Also,
learming research is often hampered because the form of the target representation is itself a rescarch problem,
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Without claiming QP theory is the final word on qualitative dynamics, its existence makes studying how such
knowlege is acquired more attractive.

A theoretical framework o account for human learning in physical domains is alrcady under
construction [Forbus & Gentner, 1984]. The framework proposes a learning sequence of four types of
physical models in cach domuain, using concepts from QP theory to help describe the contents of the modcls
and Gentner's Soructure-Mapping theory of analogy and non-literal comparisons [Gentner, 1983] to help
describe the computations that move a learner from one type of model to another. We have begun
psychological experiments o explore this framework; computer experiments are also planned.

12.3.6 1CAI & engincering problem solving

Since many engineered devices are implemented as physical systems, QP theory should be useful in
rcasoning about them. Once application is providing part of a representation language for intelligent
computer-aided instruction (ICAI). An important part of an cxpert’'s knowledge of a system is a qualitative
understanding of how it works. To the extent that QP theory models our qualitative understanding of
dynamical systems, a program using it can generate cxplanations that a student will find casy to understand.
fndecd. QP theory was developed in part to be used in the STEAMER project. whose goal is to provide
instruction ibout steam propulsion plants for Navy trainees. Only now are the domain models approaching
the guality needed to provide such instruction, and better implementation technigues will of course be
needed to provide the desired quality of interaction.

Onc interesting implementation strategy is to construct a futor compiler.  Current qualitative
reasoning programs work from first principles in constructing cxplanations. This is analogous to sctting a
human domain expert down in front of a system he has never scen before and expecting him to understand it
well enough to gencerate coherent explanations in real time.  Using human instructors to teach this way is
obviously a bad idea, so why should we expect our programs to do better? The alternative is to construct a
program which takes as its input a system to be understood and a specification of the class of questions which
are to be asked about it. The output of this program would be a specialized witoring program that could, in
real time, answer that class of questions about the system in question.  This technique would have several
advantages, for example, the qualitative reasoning system in the compiler itself need not be especially fast,
«and more sophisticated technigues for gencrating explanations could be ecmployed than would otherwise be
puossible (such as McbDonald’s MUMBLE [McDonald, 1983)).

As eatension theories are developed, QP theory should become uscful in other kinds of engineering
and control tasks as well. Individual views could be used to express desirable and undesirable operational
characteristics. For example. in operating a boiler the fuel-air ratio must not become too rich or too lean; in
cither case smoke pours out the boiler stack, which is bad if you want not to be seen and combustion
efticiencs. henee fuel cconomy, will drop. A good boiler design will provide operating regions in which the
mdnadual views reprosenting these undesired conditions are inactive. Similarly, these descriptions could be

LoThe STEAMIER project is oot enterpose of Bolt, Beraneck. and Newman, Inc. and the Navy Personnel
Roscarch and Dy vctopment Conter See [Stevens, etall, 1981] for an overview.
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used in synthesizing control strategics, by determining what measurements indicate a state from which a view
instance representing an undesirable condition will become active and what corrective action must be taken to
cnsure that the particular change will not occur.

Another interesting possibility is building a hypothesizer. A hypothesizer is an interpretation
module which cither takes measurements trom operators of a system or gathers data itself from instruments,
and will evaluate an operator’s theorics about what is happening in the system. Such a program could serve as
a devil's advocate, pointing out inconsistencics in an operator’s theory or suggesting alternate interpretations
tor the data. This would be useful because it seems that a common source of human error in operating
complex systems (such as nuclear power plants) is premature commitment to a particular theory about the
state of the system (see [Pew et al.. 1982]). For example, the incident at the ‘Three Mile Island reactor
prabably wouldn’t have happened if the operators had thought of the alternate explanation for the
overpressure in the reactor vessel -- that instead of being too high, the level of cooling water was too low, thus
causing a boiling that raised the pressure.

12.3.7 Other applications

Historically, the success of differential cquations in physics led to attempts to apply them to
problems from other ficlds, such as cconomics. ‘T'o the extent that differential equations prove uscful in
reasoning about a domain, QP theory should be similarly useful. In cconomics, for example, physical
limitations ofien prove important. Storage capacitics, transportation capacities, and rates of manufacture are
important examples (see [Forrester, 1968], [Stansficld. 1980]).! The features which make qualitative models
useful for physical reasoning, such as the ability to characterize the classes of things that can happen even with
very litde data, should be useful in other domains, especially in domains where numcrical data is unrcliable or
hard to come by.

Howecever. caution scems advisable in attempting such applications,  There secems to be no real
agreement on what mathematical descriptions arc appropriate in cconomics, hence it will be hard to judge
whether a qualitative model is correct. In addition, the very structure of the domain can change with time; for
instance, the tax code can change. These factors make modelling cconomics much harder than modelling
physics.

12.4 Previous Work
The first attempts to formalize processes modelled them as collections of interacting automata

[Brown ctal.. 1973] or extended STRIPS-like operators [Hendrix, 1973]. 1.cet us examine cach in turn.
Brown’s automata-based  system  was  designed 10 generate  explanations  for intelligent

L. Interestingly, Sumuclson was one of the first to describe the possihilty of using qualitative modcls and to
point out that their inherent ambiguity would make prediction difticult.  Subsequent developments in
gualitative modelling, howeser, suggest his views were overly pessimistic, at least for physical domains,

Bl APl il Al Sih Sudh Radh SO D S a¢ A Jbut o~ A R AL ACTA ISR el it

g

‘_ . }




td v TTET YT T TY TR T
ARSI AN SR are sl e, aad ac el aEE R AR S S A R C } TS T T

Forbus -165- QP theory

computer-aided instruction. Quantities and processes were represented by individual automata whose states
represented classes of values or activities (such as a quantity decreasing or a particular activity in a sequence
occuring). Time was modelled by specifying that automata representing quantities changed instantly while
automata representing processes took an interval of tme to change.  Although arbitrary LISP code was
permitted in specifying state transitions, in practice state changes were predicated on state changes in other
automata. While adequate for gencerating explanations of fixed phenomena, the automata representation is
wo brittle for most reasoning tasks.  For example, there is no influence-like mechanism for dynamically
combining cftects, thus all interactions must be foreseen in advance by the model builder. ‘The process
models are similar to encapsulated histories, in that they presuppose the outcome of the activity of the
processes they describe. Henee such moedels will be insensitive to changing conditions.

Hendrix's system was designed to provide a world model for robot planning. While a significant
advance over the models of action available at the tine, the importance of qualitative descriptions had not yet
been understood. For example, the values of numbers were known real numbers, and relationships between
parameters were cxpressed as numerical constraint cquations.  The process descriptions were used for
simulation. sobving simultaneous equations to determine precisely when the collection of active processes
would change, Since the goal was to model general processes (non-physical as well as physical), add lists and
defete ists were also used to specify effects. Qualitative Process theory, by using qualitative descriptions and
tocusing on physical processes only, can be used in several other kinds of deductions in addition to
simufation, often requirtng less information to draw interesting conclusions.

Recently several awempts have been made 1o model temporal reasoning, including [Allen, 1981],
INMcDermott, 1982]0 Alen’s model is the one assumed here, both because meet scems to be the appropriate
relationship between picces of a history and because modcling instants as “very short” intervals makes
formiadizing certain facts involving derivatives casier. McDermott's axioms for time contain several interesting
deas, including the chronicle representation of possible futures and its implications for planning.
Untortunately, McDermott expects oo much of his temporal logic.  For example, the logic includes the
notion of a "lifetime”, i.e., ow long you can assume a fact to be true once you have observed it to be true.
MobDermott claims lifetimes must be provided outside the logic, by fiat ("The senses actually tell you about
persistencees”) because having axioms that provide persistences could lead to contradictions.  This ad hoc
notion is needed precisely because the logie s developed independently from a theory of dynamics. Given a
dvinamies (and the ability o make closed world assuinptions about individuals and relationships), we can
dodece what will and will not change. 1f we need an estimate of how long something will remain true, we can
fizure ont how Jong it is likely to be hefore something that can change it occurs. To use McDermott's
cxample. i vou look at a boulder vou night be able to estimate that if you came back in S0 years it would still
be there Grweaker conchision than implicd by the notion of lifetumes. but it will do). However, if you are told
that there s dynamite underneath, vour estimate will be considerably different. In cither case, if you came
hack the next day and discovered the boulder was some distance from its original location, you would have
some theory aboat why . notjust the feeling that your senses had lied to you. In addition, McDermott’s model
of quamtities uses average rate instead of” derivauves, which means many of the dynamical conclusions
described here (such as distinguishing oscillution from stutter) cannot be drawn.
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12.5 Current Work

Since the original publication of Qualitative Process theory ([fForbus, 1981]), several projects have
adopted or extended some of its ideas. We will examine them here.

Johan de Kleer and Joha Seely Brown have continued to develop their device-centered qualitative
physics [de Kleer & Brown, 1984]. In particular, they have adopted the quantity space representation for
numerical values to allow more precise descriptions of state and state transitions.  Brian Williams has also
developed a similar device-centered physics, intended for reasoning about VISH circuits [Williams, 1984).
Witliams focuses on the classical notion of continuity in an attempt to bring intuitive and formal mathematical
modecls in line. While the organizing principle for these dynamical frameworks are different from QP theory,
on the whole their notion of quantity is now the same. The major exception concerns the cquality change
law; both deny case 2 of the law, which requires that transitions back to cquality in quantities that are
infinesimally different occur in an instant. This means stutter cannot occur in their systems, depriving them
of a simple means of detecting dynamical cquilibriums.

Device-centered ontologies have also been used to simulate and explain the opceration of turbojct
engines [Rajagopalan, 1894] and diagnose failures in circuits [Pan, 1983]. Both systems use a mixture of
qualitative knowledge to describe states and rough behavior, with quantitative information used to reduce the
degree of ambiguity in the descriptions.

Reid Simmons has applied process descriptions to the problem of geological map interpretation
[Simmons, 1983]. Given a diagram that represents a formation, his system ascertains whether or not a
proposcd scquence of occurrences of geological processes can give rise to it.  Since in this domain it is
assumced that only onc process occurs at a time, his system represents occurrences of processes, that is,
cncapsulated historics, rather than processes. Changes in the existence of objects, such as an occurrence of a
process creating or destroying an individual, are modclled by explicit statements in the description of the
occurrence. This means all changes in existence must be forseen in advance by the modcl builder, which is
reasonable for the geological domain. Importantly, these descriptions also provide cquations that describe the
net effects of cach occurance. Given a set of numerical measurcments from the diagram, these equations are
woven together to check the consistency of the measurements against the hypothesized sequence of events.
F'o make all this work, Simmons also developed a representation of intervals to serve as an extension theory
for representing quantitics.

Ben Kuipers has appl.ed some of the ideas of QP theory in understanding causal rcasoning in
medicine ([Kuipers, 1982][Kuipers & Kassirer, 1983]). While adopting the idcas of the quantity space and
qualitative proportionalitics (he calls them the "value space” and "M" respectively), he does not explicitly
represent processes or even objects. His "causal structural descriptions™ are equations. as illustrated by the
fact that his program subjects them to algebraic manipulation. ‘This prevents his system frem drawing
conclusions about changes in the existence of individuals, By abandoning processes, he also loses an
important source of constraint. Consider the scenario in figure 72, which is equivalent to the example in
[Kuipers. 1982). In this scenario, an object is placed in thermal contact with two temperature sources, with the
object bemg initially hotter than one source and colder than another. In Kuiper’s system this problem leads
to “intractable branching” in the envisionment, forcing his system to re-write the cquations involved and then
pertorm a "perturbation analysis” on the new set of equations, GIZMQO's answer, by contrast, is quite simple
(figurc 73 shows the situation plot. while figure 74 shows GIZMQ's synopsis). 'The initial process structure (a
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Fig. 72. Scenario for Kuiper's double heat flow exaunple

(defScenario Double-Heat-Flow
(Individuals STOVE
ATMOSPHERE
BLOB)
(Facts (Piece-of-Stuff BLOB)
(Temperature-Source STOVE)
(Temperature-Source ATMOSPHERE)
(Heat-path BURNER)
(Heat-path BLOB-SURFACE))
(Always (Heat-Aligned BURNER)
(Heat-Aligned BLOB-SURFACE)
(Heat-Connection BURNER STOVE BLOB)
(Heat-Connection BLOB-SURFACE BLOB ATMOSPHERE)
(Greater-Than (A (temperature STOVE))
(A (temperature ATMOSPHERE))))
(In-Situation Start
(Individuals STOVE BLOB ATMOSPHERE BURNER BLOB-SURFACE)
(Facts (Greater-Than (A (temperature STOVE))
(A (temperature 8L0B)))
(Greater-Than (A (temperature BLOB))
(A (temperature ATMOSPHERE))}))))

Fig. 73. Double heat flow envisionment

heat flow from STOVE to 8LOB and a heat flow from 8LOB 10 ATMOSPHERE) never changes because doing so would
violate D continuity. There 1s a three way ambiguity in the change in the blob’s heat (and hence temperature)
hecause the relative magnitudes of the flow rates arc unknown. But if the blob's temperature is increasing or
decreasing the flow rates will eventually become cqual. causing the temperature to be constant. and if the
temperature is cver constant it will remain so forevermore. The only way for "intractable branching™ to arise
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;l:.; Fig. 74. Double heat flow synopsis

there is a heat flow from BLOB to
The

In situation S10,
ATMOSPHERE and a heat flow from STOVE to BLOB.

heat of ATMOSPHERE is increasing. The heat of STOVE is
decreasing. With some exceptions, the other quantities aren't
changing.

The changes in the flow rate of the heat flow from
BLOB to ATMOSPHERE, the flow rate of the heat flow from
STOVE to BLCB, the heat of BLGB, and the temperature of B8LOS
are not known at S10. The situations S13, S12, and S11
represent the various possibilities.

S11 represents a particular hypothesis about S10.
S11 assumes that the flow rate of the heat flow from
BLOB to ATMOSPHERE is decreasing, the flow rate of the heat
flow from STOVE to BLOB is increasing, the heat of
BLOB is decreasing, and the temperature of BLOB is decreasing.

the heat flow from
the heat flow from
to situation S1i2.

After some time, the flow rate of
BLOB to ATMOSPHERE and the flow rate of
STOVE to BLOB become equal. This leads

S12 represents a particular hypothesis about S10.
S12 assumes that the flow rate of the heat flow from
BLOB to ~TMOSPHERE 1is constant, the flow rate of the heat
flow from STOVE to BLOB is constant, the heat of BLOB is constant,
and the temperature of BLOB is constant.
No changes are possible.

S13 represents a particular hypothesis about S10.
$13 assumes that the flow rate of the heat flow from
BLOB to ATMOSPHERE is increasing, the flow rate of the heat
flow from STOVE to BLOB is decreasing, the heat of
BLOB is increasing, and the temperature of BLOB is increasing.

After some time, the flow rate of the heat flow from
STOVE to BLOB and the flow rate of the heat flow from
BLOB to ATMOSPHERE become equal. This leads to situation S$12.

is if irrclevant clements are added to the quantity spaces.! Without processes, Kuiper's program has no clear
guide about what to put in a quantity space.

QP theory is being used in several psychologically-oriented projects as well. Al Stevens, Dan Weld,
and Albert Boulanger are using QP theory in constructing a theory of explanations for machines [Weld, 1984].
Alsu. Allan Collins and Dedre Gentner are using QP theory to express theorics of evaporation in order to
understand how to shift from onc level of description to another.

1. As it happens, Kuiper's program placed all guantities of the same type (c.g.. all the tempceratures) into the
same quantity spacc (personal communication).
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r( 14. Appendix 1- DEBACLE
This appendix deseribes DEBACI E, the inference engine used to implement GIZMO. DEBACILE
is o descendent of MeAllester's Reasoning Utility Package. called RUP [McAHester. 1982]. There are several
design decisions in RUP which proved inappropriate in implementing QP theory, and several extensions were
r' needed. First we examine the problems with RUP. Then we describe the organization of DEBACLE,
including the "hooks™ for adding specialized representations. DEBACT E's closed-world  assumption
F‘ ‘ mechanism and stack-disciptine premise controller are described next. Finally, the quantity representation
used in GIZMO is presented as an example of how specialized representations may be implemented.
e 14.1 Why not RUP?
}
14.1.1 What is RUP?
McAllester’'s RUP has several novel features which make it uscful in implementing recasoning
g . programs. His overall model of an inference engine (see [McAllester, 1980]) contains three parts, First, a
1 rule-like. patiern-directed component instantiates quantificd knowledge. Sccond. a truth-maintenance system
(which performs unit clause resolution) provides propositional reasoning and records dependencies. ‘Third, a
premise controbler decides what to do when a contradiction occurs. Despite misgivings about the details of
"_' RUP, McAllester's overall model has been very productive.
. To instantiate quantificd knowledge, AMORD-like rules are provided. Unlike AMORD, however,

the rules are not used to implement rules of logical inference (such as modus ponens).  Instead, the rules
assert propositional statements whose consequences are developed by the 'TMS.  This frees the user from
writing a tedious collection of inference rules for propositional logic, especially those rules which require
careful control to avoid runaway gencration of assertions.! McAllester thus advocates the strategy of
seperating the creation of a description from reasoning with it, a strategy which has also proven useful in
constraint networks.

MeAllester’s truth-maintenance system is organized so that propositional reasoning is performed via
constraint - propagation.  Asscrting an implication, for instance, causcs a rule to run that inserts
disjenctivernormal clauses v the TMS which provide all the deductive import of that implication. Similar
rules are provided for the other logical connectives. Since, unlike full resolution, the TMS never introduces
new terms. the deductions the NS makes are incomplete but rapid, indeed roughly linear.

RUP provides two detault handlers and hooks for user programs that decide what to do when a
contradiction occurs. Once detault handler simply asks the user which premise should be retracted. The other
default hundler ases optuonal numicrical certainties that can be attached to 'TMS nodes in order to retract the
"least likely™ fact. Once a node s chosen for retraction, the TMS automatically creates clauses that serve as
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1. The now-classical example is the rule for anp introduction: given a and B, it is always the casce that (AND A
8) is true. But the simplest rendering of this inference rule will lead to generating an unbounded number of
assertions, siece an AND statement itself can be an argument o an AND statement. Usually problems like this
one are avoided by relying on consequent reasoning.
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nogoods. to prevent that particular conjunction of premises from ever being belieyed again.

In addition, RUP provides an cquality sub-system that allows certain conclusions o follow from
substitutions of equals for cquals. Given an arbitrary tenm, the "simplest name™ of that term can be
computed on demand.  The intention is that a user-provided function o determine the notion of simplicity
will allow the cquality system o provide much ot the inferential power the user needs.

14.1.2 The equality system is incefficient

While the cquality system seems to be adequate for small examples. paging problems causc it to
perform badly with a medium-sized database (several hundred assertions). Suppose one uses cquality to
assign values to sign references, e.g.,

(= (s (d (level (at (c-s water f) s0)))) -1)

Using an carly RUP-based implementation, determining the simplest name under equality for the change in
the water level in £ (i.c., -1), can take up to 5 minutes. Such performance is unacceptable, even for
cxperimental purposcs.

If the equality system were an independent component then one could simply not use it. However,
the cquality system strongly constrains the design of RUP's database. 'To make the cquality system work,
cach subexpression of every term must be a database item in its own right. The reason is that evaluating an
cxpression involves looking at cach component to sce if there is a better substitution - for f, water, c-s, then
(c-s water f), clc. in the cxample above. This leads the retrieval all over the database and makes the
database needlessly large, assuming that we do not always need to refer to every term scperately.

14.1.3 The premisc controllers provided are too crude

The premise controllers provided by RUP are too simple for complicated reasoning tasks. Merely
asking the user precludes writing programs that deliberately introduce assumptions to use proof by
contradiction. Using the numerical premise controller assumes that one can assigh numerical certainty values
to premises which may be interpreted globally, Le., any two premiscs can be ordered with respect to relative
certainty when handling a contradiction. These shortcomings can be overcome, of course -- McAllester wiscly
provided hooks for users o vorite their own contradiction handlers. A more scrious limitation is the automatic
construction of nogood clauses. Constructing a nogood clause implicitly assumes the underlying rcason is
monotonic, that v no additonal assumptions could cver lead to the premises involved in a contradiction
being consistent. Winle McAllester eschews non-monotonicity, there are many cases (such as the set
micchanism described below) where it is quite uscful.

14.1.4 Adding specialized representations is hard

RUP proved to he a valuable tool for prototyping. Simple experimental systems can be quickly built
uaing 1 combination of pattern-directed rales and LISE code to test out ideas. However, to increase overall
citiceney at becomes necessary Lo add spectalized representations o speed up critical deductions.  This is
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more difficult in RUP, due to its many assumptions about the form of the term database. It can be done
(Reid Simmons, personal communication), but by abandoning the term databasc entirely greater cfficiency
can be gained.

14.2 DEBACLE organization

DEBACLE attempts to retain the good features of RUP while avoiding its shortcomings. Here the
differences between DEBACLE and RUP are briefly described, rather than providing a manual or primer.

14.2.1 Assertions

The function referent maps from s-cxpressions to asscrtions in the database. referent does not
add the assertion to the database if it isn’t there, like RUPS term-soft. A dcfault sccond argument is
provided which, if non-nil, causes an appropriate assertion to be created. It is important to remember that
merely being in the databasc does not mean that the assertion is believed to be true; cach assertion has an
cxplicit TMS node whose state (TRUE, FALSE, or UNKNOWN) represents the system’s belief in it

Two differences from RUP are worth mentioning.  As in RUP, a term is associated with a class,
which is used as an index for retrieval, The class of (-> p q), for example, is ->. Assertions are indexed by
their CAR if their form is a list. and themselves otherwise. However, several s-expressions can refer to the
same assertion. This allows an asscrtion to be indexed several ways to allow more efficient retrieval. For
example, a qualitative proportionality is indexed by these three expressions:

(qprop A B)

(A constrained-by B)

(B constrains A)

The second form allows the system to efficiently retrieve all constrainers of A.

The other important difference is that creation and referencing assertions can be data-directed.
Specialized representations can be constructed by creating new data structures which include the same
propertics as a standard assertion but have additional propertics as well. We will see how this technique can
be used to implement an cefficient quantity representation below. These specialized data structures are created
and referenced by functions associated with the class data structure.

14.2.2 Rules

RUP’s rules are an improvement over AMORID rules in that there arc more conditions under which
theyv can fire. In AMORD, a rule fired only when the pattern it matched was true. In RUP a rule can fire
when the pattern is true or false, when the fact is merely placed in the database, mdependently of whether or
not it or its negaation is believed (the - 1nTern condition), when the fact changes belief state, or fire every time
it becomes true, false, or changes. "These distinctions allow rules to be used m constructing TMS structures for
proposttional reasoning and for sigralling and updating external representations to track changes in the
database.  “These distinctions are kept in DEBACLE, and have proved quite useful. Making domain
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‘ knowledge tngger on interning. for example. makes reasoning by contradiction relatvely simple and can be
] tsed tospeed up certarn algorithims mmensely (see situation eliboration in sectton 9.1).

Rules in DEBACTEE differ in two ways from those in RUP. First, the trigger variables are bound to
the s-expression they matched rather than a datiabase item whoese referent is that s-expression. This choice
was made both because i using RUP one alimost always converts 1o s-expressions anyway and because in

ki DEBACLE there sn'Calways a database item o reter w for every s-expression. Sccond., an assertion can have
{ an optional symbolic assionption fype. An assumption type names the source of the premise, such as

Existence-Law In the domain models we saw previoush. This information is used by the premise controller
when analyzing a contradic aon, so we will defer further discussion of them until section 14.4.

14.3 Closced-world assumptions

Making closed-world assumptions appears to be an integral part of common sense reasoning
[McCarthy, 19801 Examples of closed-world assumptions used in QP theory include assuming that the
objects one knows about are the only relevant ones, and that one knows all the influences on a quantity. A
particular form of closed-world assumption that is uscful in reasoning about naive physics is the closed-world
assumption on setmembership. In particular, given some explicit list of members 1t a set, one assumes that
the set is composed solely f these members.

While this Kind of closed-world assumption could be implemented by the now-classic “negation by
fadure” rule, in DEBACLT it is implemented more dircetly. A set is always considered to be the property of
some ebject. and s structure is detined by an elemient relation and a members refation. The element relation
deseribes the form that assertions about set membership take. For example, if HAS-ACTIVE-PROCESS i$ an
clement relation and PROCESS-STRUCTURE Is a members relation, then if

(SO HAS-ACTIVE-PROCESS PI-0)

is the only such assertion about S0, the assertion

(S0 PROCESS-STRUCTURE (PI-0))

would be believed. This assertion is justified on the basis of the positive and negative instances of the clement
relationships (in this case, the positive statement that P1-0 is in the sct is the only one we know about) and an
exphait node representing the closed-world assumption. Whenever such an assumption is made, rules are
created to ook for new facts which would make the assuimption false. 4

Importantly, these assumptions are made consequently, i.e., only when explicitly requested by the '
user or a program. The reason is subtle -+ suppose a program is making assumptions by sclecting an clemnent )

from cach of a number of sets, such as oceurs in performing a dependency-directed search.  If closed-world
assumptions are made whenever possible, there can be a new set constructed whenever a choice is made.
Fhese sets can result m o contradiction that wouldn't oceur it choices from the other sets had been made. ‘The .
resulting mapproprite backtracking can jead to cnure subspaces being skipped in the course of a ‘
dependency-directed scarch.
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{44 Premise control

Whaat should be done when acontradiction occurs? RUP allows the user to bind a variable that the
IAS tses to select apremise o retract from the set of assumptions underfying the contradiction. But this
mechanism is noe enough, siee what should be done depends both on what premises underlic the
conteadiction and on what computation s underway at the tme. For example, it the contradiction involves an
assumption being made as part of o dependency-divected search then a new alternative should be selected.
This suggests re-binding the contradiction handler when performing such w search. However, even if such a
search s underway o contradiction may arise which doesn’t depend on any of the scarch assamptions. So
merely re-binding the contradiction handler 1s insufficient. If we assume that control decisions are made by
programs rather than rules, then a stack-discipline for contradiction handlers scems appropriate.

tere's how DEBACEE's premise controller works.  First. the premises are tested to see if any of
them mvalve closed-world assumptions, as outlined above, I so. it tests to see if any of them are invalid, 1If
any are. the sets involved are updated and control is returned o the 'TMS. Otherwise, the controller gocs
down the stack of premise handlers, running cach to sec if it is relevant. A handler can cither return NII o
indicate that it is irrelevant to the current contiadiction, a premisc to indicate what should be retracted. or T to
indicate that the contradiction has been handled internally. A default handler which asks the user resides at
the bottom of the stack.!

Programs which make assumptions must do two things. First, if any special action should be taken
when a contradiction occurs the appropriate handler must be placed on the premise controller’s stack. A

mecro s provided o do this:

(With-Contradiction-Handler
<contradiction handler>
<body>)

Aside from placing the handler on the stack. this form also ensures that the handler will be removed in case of
non-focal exits. Second, it the program is drawing conclusions that rely critically on particular assumptions,
then it must test whether or not these assumptions still hold after performing some operation that might
chanye them. For examiple, when influences are resolved the results are justified by the current process and
view stractures. For efficiency. the assumption about the current process structure is fetched at the beginning
of the computation. If a contradiction occurs during processing this assumption might be retracted. Carrying
on without naticing this change can result in patently incorrect assertions being added to the database, Thus
thie program checks these assumptions cach time something has happened which could make this assumption

mvalhid.

oTe wldition. o dispbncoriented contradicuon inspector is provided that allows the premises to be sorted by
assumption Gpes dumped for future mspection, and  ther wath values mampulated o resolve  the
contradicoon Stace conttadicoons waith over Ty prenuses draown from over twenty assumption types have

Aseton e conre ob debugymg, the contradictiion mspector s o necessity rather than a frill.
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14.5 Dependency-directed search

Dependency -directed scarch is an important problem-solving technigue [Sussman & Stallman,
1976]. In DEBACLE, dependency-directed scarches are perforimed by consiructing o generator which will
construct sets of consistent choiees from a collection of alternatives. Lach set of alternatives is represented by
a search frame. The alternatives are assumed 6 be mutually exclusive and exhaustive, such as the status of a
process instance or the 0 values of a quantity.

To geta gencrator, the Macro with-0d-Generator is used. Its syntax is:

(With-DD-Generator <name> . <body))

where aumes will be bound to a new gencrator that will exist during the exccution of «wuds. Generators are
implemented as flavors, so messages are provided for adding search frames, initializing the generator, and
making choices. A contradiction handler is automatically added o the premise controller’s stack to catch
contradictions due to inconsistent collections of choices. When making a sct of choices, the generator will
respect the constraints in the 'T™MS, In particular, if one element of the set of alternatives is already known to
he true then only itis selected, and if some clement is false then that choice is skipped.

14.6 Quantity representation

G1ZMO uses a specialized representation to draw  conclusions about quantitics cfficiently.
Quantites, signs, magnitudes, and incquality statements are all instantiated as database items with extra
properties.  items that represent quantities contain pointers to items that represent their amounts and
derivatives, Trems that represent numbers have pointers to items that represent their signs and magnitudes
and an index that deseribes what comparisons with othier numbers have been made. Items representing signs
include three TMS nodes which represent the possible values for the sign (-1, 0, 1). ltems representing
magmiudes have TMS nodes representing the possibility of the magnitude being greater than or cqual to
zero, as well as an index of ordering statements. These items are constructed whenever a Has-Quantity
assertion is made, when an attempt 1s made to reference some part of quantity, or an incquality statement is
made.

When an assertion corresponding to an inequality statement is made (Greater-Than, Less-Than, OF
Equal-Ta) tspecial object is created to represent the comparison. This special object has three TMS nodes
which represent the belief in the two numbers being less than, greater than, or equal to the other. Al other
incquality statements concer ..g the two numbers are constructed so that these TMS nodes are associated
with the appropriate statements.

Most of the inferencees concerning guantities are drawn by 'TMS clauses that are created when the
cenuty involved is created. Scctions 7.2.1 and 7.2.2 deseribe the particular facts used.

Finding the ordering between two numbers (or magnitudes) is done consequently. The asserted
incquality relationships form a lattice which iy searched to answer ordering questions,  The procedure is
complete in the scuse that if the ordering can be deduced by transitivity on the set of inequalitics, it will be
deduced. The scarch results are fully jusaticd by recording the dependence of the answer on the particular
nodcs uscd.

Ouc additional feature bears remarking. The enemy of lattice maodels is connectivity: if too many
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items are linked then the search can encompass all of the incquality assertions if the answer cannot be found.
Plactng zero in the lattice would have precisely this effect: walking “down” from a positive number will result
I visiting every negative numiber! Clearly this should be avoided. and indeed it can -- signs are God's way of
disconnecting a lattice. zero is never placed in the lattice, and sigh information is used both to answer certain
questions quickly such as when asking for the ordering of two numbers of ditferent signs) and to limit search
by cutting it off when the sign changes.,




2—-85

DTIC




